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Section 1: Summary of Research

1. Basic Objectives
The primary objective of the proposal was the design and execution of computer
experiments designed to provide the first detailed picture of the dynamics of adsorption
of ions and small neutrals on metal electrode surfaces as well as any concomitant changes
in the electric double layer. Using molecular dynamic (MD) and Monte Carlo (MC)
statistical techniques video movies of these simulations became an integral part of the
effort, since visual aids sharpen our perceptions and allow us to visualize the dynamics of
these processes better than charts and graphs.

After having established the first objective, a detailed analysis was performed of the
electric double layers of charged nonmetallic surfaces with a special focus on charged
(polar) organic surfaces like those found in polymer coated electrodes (e.g. Nafion),
surfactant layers such as: self assembled monolayers, Langmuir-Blodgett films, soap
films and lipid bilayers. The simulations include the dynamics of both the aqueous phase
and the molecules comprising the organic substrate. Bilayers of lipids are particularly
interesting because they serve to model some properties of biological membranes. The
archetypes that have been considered are i) a free standing soap film consisting of a
bilayer with polar head groups (carboxylic acid, sulphate,...) sandwiching a water film,
and ii) a model for a lipid bilayer consisting of an alkanoate or acylsulphate bilayer in
tail-to-tail configuration with polar head groups facing outwards in contact with aqueous
electrolyte.

2. Environment
Over the past fifty years electrochemists have accumulated a vast amount of knowledge
concerning the workings of metal electrode-aqueous electrolyte interfaces. A fairly
detailed picture of adsorption on the surface and concurrent structural changes in the
inner and outer part of the double layer has evolved. We call this the standard model. In
the last decade many new experimental techniques (STM, SERS, SURS, FTIR, SHG, ex
situ UHV, SFG, EXAFS, GIXS) together with improvements in time tested techniques
like chronocoulometry, differential capacitance, ellipsometry, etc., applied to single
crystal electrodes are providing new detailed information on the atomic scale. The
richness in the interfacial structure being experimentally observed clearly requiring a
much more detailed picture than currently available. The standard model with its flat
charged hard wall electrode is under attack!

At the foundation of the standard model are a series of physically appealing but simple
calculations that use experimental data in an internally consistent way or fashion simple
intuitive models to explain particular experiments. The electrode-electrolyte interface
consists of two parts. In the compact part there is a layer of the specifically adsorbed ions
and water molecules in actual contact with the smooth (flat) metal. Outside of this layer
is the diffuse region where the distribution of ions is believed to fall off to bulk values
according to the Gouy-Chapman theory. Attempts to develop a more rigorous theory
have focussed on better representation of the metal and, a better formulation of the



statistical theory. Additionally, there have been simulations of the structure of water at
solid surfaces. However, all this work has assumed the metal to be at the potential of
zero and long range coulomb forces cut off aft 1.0 to 1.5 nm.

What was missing in these simulations was an attempt to rigorously derive the
consequences of the standard model and modifications one might conceive of, for
example, a more realistic representation of the metal surface which would include the
atomic topography. This was the first goal of this proposal.

MD/MC simulations of aqueous electrolytes near metal are made difficult by the
existence of long range forces (r-e, n=1,2,3) and images in the periodic boundary and in
the metal surface. In principle, the computation effort (time) grows as 0 (N 2) in charged
particle number N.

3. Strategy
To achieve the stated goal the strategy was to develop custom MD or MC simulation
codes for dynamics and structure. To avoid the coulomb sum bottleneck describe above
our strategy was to implement the fast multipole method. When appropriate IBM's
extensive quantum chemistry codes were used to calculate potentials. Additionally, the
latest IBM computer hardware was used for computation and visualization.

4. Pertinent Results
The structure of the aqueous part of the double layer was derived with a variety of codes
in terms of time dependent water and ion probability distribution functions averaged
parallel to the metal surface. Electric fields and potentials were calculated from the
microscopic charge density profiles. These calculations provided a consistent microscopic
picture of ions and water in a double layer including the species next to the charged
surface (inner layer), in the 'diffuse layer' (also called the screening layer) and in the bulk
zone. The effect of finite sized ions and water are clearly evident, as is the effect of the
electric field on the orientation of surface water molecules.

Independent of the numerical approach that was chosen the water structure near charged
metal was shown to be no numerical artifact. In IlM NaCl the double layer is about I nm
thick (about three layers of water) while in 3M solution the screening layer was found to
be narrower than a water molecule. Water layers at the surface significantly affect the
distribution of ions near the metal, creating features in the probability distribution that are
not describable in the Gouy-Chapman-Stern model.

A more detailed summary was published in Philpott, M. R., Glosli, J. N., "Molecular
Dynamics Simulation of Interfacial Electrochemical Processes: Electrical Double Layer
Screening". .... American Chemical Society, 13-30 (1997). A copy of this book chapter is
included together with copies of all other publications, reports, and abstracts of
presentations that were the results of this contract.
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Molecular dynamics simulation of adsorption of ions from aqueous media
onto charged electrodes
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Molecular dynamics simulation of 216 water molecules (ST2 model) between charged flat
electrodes 2.362 nim. apart showed layering with a few molecules at each surface that broke H
bonds with the bulk and oriented their charges towards the electrode. Compared to uncharged
electrodes, the atomic and molecular distributions were unsymmetric. When a lithium and an
iodide ion were substituted at random for two water molecules, the iodide ion contact adsorbed
on the anode with no water molecules between it and the electrode. The iodide ion appeared
weakly solvated on the solution side to water molecules that preferred to engage in hydrogen
bonding with the network of the bulk solvent. In contrast, the lithium ion adsorbed without
losing its primary solvation shell of six water molecules and was never observed further than
two water molecules removed from the electrode. Its average position corresponded to an ion
supported on a tripod of three waters. The average solvation number was not changed upon
adsorption in this configuration. These qualitative observations and some quantitative results
afford striking confirmation on the one hand and new insight on the other of some aspects of
the standard model of the adsorption of ions on electrode surfaces. Time durations for
simulations were generally between 200 and 800 ps with a basic integration time step of 2 fs.

1. INTRODUCTION function of potential and electrolyte composition. This was
the beginning of the modern era of electrochemistry and the

In this paper, we explore aspects of the adsorption of origin of the standard model of the interface.
ions from aqueous solution using molecular dynamics simu- Consider a solvated ion approaching the surface by a
lation of a relatively simple model. Adsorption is one of the diffusion process biased by an attractive electrostatic poten-
fundamental processes controlling the structure and dynam- tial. Before the ion can make contact, some of the weakly
ics of electrochemical double layers. The goal is insight and bound water molecules between the electrode and the ion are
understanding concerning the local environment around the displaced. The thermodynamic equilibrium involves a bal-
adsorbate. The total number of molecules was chosen small ance of opposing interactions. The most important are elec-
in order to explore time scales up to a nanosecond in dura- trostatic interaction between ion and electrode, enthalpies of
tion and to check the dynamical stability of the adsorbed hydration of ion and surface atoms, and entropy of displaced
ions. This turned out to be important because the simula- water molecules. Generally speaking, large ions (iodide and
tions showed that ions with strongly bound water undergo cesium) contact adsorb, whereas small ions (fluoride and
motion akin to slow "bumping" against a charged surface. lithium) do not. Experimental verification of contact ad-
Some important interactions are treated approximately, but sorption has been demonstrated by a variety of techniques
by focusing where possible on comparisons, it is believed including: differential capacitance,' radio tracer,6 Fourier
that these approximations do not effect qualitative behavior, transform infrared (FTIR) ,' and surface exafs. 8,9 The mio-
For example, long-range Coulomb interactions are cut off at lecular dynamics simulation described below is the first to
0. 82 nm. This is perhaps the most serious deficiency, but its show clearly that contact adsorption occurs for the large
consequences are global and not expected to alter our con- radius ion and not for solvated small radius ions.
clusions concerning local water structure around the ions. According to the standard model, the electric double

There is vast literature describing electrochemical dou- layer consists of two parts-a compact part adjacent to the
ble layers and the adsorption of ions from aqueous electro- electrode and a diffuse part stretching from the compact laY-
lyte solution onto charged electrodes. On the basis of clever er into the bulk electrolyte. The thickness of the diffuse layer
experimentation and deductive reasoning using simple mod- is very dependent on ionic strength. For 0. 1 M solutions it is
els, electrochemists have evolved a detailed "standard mod- about 2 nm in extent. The delimiter between the two zonles,
el" of the disposition of ions, water, and organics adsorbed the outer Helmholtz plane (OHP), is defined as the plane of
on the electrode in the range of potentials where the electric closest approach of the nuclei of fully solvated ions that do
double layer is thermodynamically stable."1- Early experi- not contact adsorb. For metal electrodes, the compact part is
ments relied on precision measurements of electric current. thought to consist of two water layers mixed with contact
In the mid-1I940s, Grahame' used a dropping mercury elec- adsorbed ions and visiting counterions. Interpretation Of ex-
trode to avoid surface contamination and in classic experi- perimental capacitance measurements suggests that the
ments measured the capacitance of the double layer as a compact layer can be subdivided further into inner and outer

6962 J. Chem. Phys. 96 (9), 1 May 1992 0021-9606/92/096962-08$06.00 Cc) 1992 American Institute of Physics
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rts. The dividing plane, called the inner Helmholtz plane num electrodes in the absence of charge on the electrodes.
HP), cuts through the centers of contact adsorbed ion. So The platinum-water potential included orientational fac-
r choice of the LiI system has the advantage that contact tors. Water between charged surfaces has been considered
sorbed iodide defines the IHP on one electrode and ad- by Hauptman et al.,22'23 Marchesi,24 and by Kjellander and
rbed hydrated lithium ion defines the OHP on the second Marcelja25 for water between mica and lecithin layers. Ions
,ctrode. were not included in these studies. Recently several papers

Ions have been classified according to their adsorbing have addressed the problem of dielectric saturation in bulk
,ility by Anson.'1 Inside the compact layer the specifically and thin films of water26" for a range of field strengths
Isorbed ions accumulate on the electrode driven there by encompassing the value used here.
e Gibbs free energy of adsorption. They can change the In the work described here, we start from a relatively
,m of the charge felt by ions in the diffuse layer. Put another well-understood system initially explored by Lee, McCam-
ay, negative ions such as iodide adsorb strongly on negati- mon, and Rossky.28 The calculations reported below first
.ly charged metal electrodes, requiring the diffuse layer to consider water in the field between charged plates and then
,reen a larger effective charge. Likewise, adsorption of an- the effect of this field on a system obtained by substituting
ns on positively charged metal electrodes can lead to an LiI for two water molecules.
terall negative charge to be screened by the diffuse layer. II. BASIC MODEL
he thermodynamics of contact adsorption has been well Many models of the water molecule have been proposed
udied within the framework of the standard model. Useful for use in computer simulations of bulk water and aqueous
Lbles of Gibbs free energies are given in a number of texts electrolytes. At present, the popular models are designat-
;ee, e.g., Bockris and Reddy)." The main point for this ed-ST2,29'30 TIP4P,3' and SPCE.3 2 In the calculations re-
iscussion is that for large radius ions, the water-electrode ported here, we have elected to use ST2 not because it more
ad ion-electrode interactions are roughly constant and op- faithfully reproduces bulk water properties, but because the
osing. The determining effect is the variation in ion-water extensive molecular dynamics calculations by Heinzinger
iteraction. Large radius ions with deeply buried charge and Spohr' 9'2 ° have yielded a complete set of parameters for
-nd to adsorb strongly. alkali metal ions and halide ions solvated by ST2 water.

The second part of the electric double layer, called the
liffuse part, consists of fully hydrated ions moving under the
nfluence of thermal forces in the combined electric fields of In the ST2 model, the Coulomb interaction between wa-
he metal electrons and the adsorbed ions. The diffuse layer, ter molecules is represented as sum of h1r interactions be-
lescribed by Gouy-Chapman theory,"- screens the charge tween atomic point charges softened for small molecular
)n the electrode.'Direct measurement of the diffuse layer separation by a switching function S. 9 Without the switch-
listribution has been described recently using x-ray fluores- ing function, the network of H bonds is too rigid. The short-
xence from zinc ions.12 The calculations described here say range part of the intermolecular interaction was modeled by
aothing about the diffuse layer. To calculate the diffuse layer a Lennard-Jones potential between the atoms. All molecule-
i much larger simulation cell is needed together with the molecule interactions (both h1r and Lennard-Jones poten-
ability to simulate for nanoseconds. tials) were cut off in a smooth fashion at molecular separa-

The molecular dynamics simulations reported in this tion R = 0.82 nm by a truncation function T. Both surfaces
paper complement some of the previous work relevant to were treated as flat featureless plates with a uniform electric
electrochemical double layers. Rigorous statistical mechani- charge density of + o, and - or on the - z, and + zo
cal models using correlation functions to describe ion distri- plates, respectively (zo = 1.181 nm). This gave rise to a uni-
butions and including structure on the metal side were devel- form electric field E = 4nrKa in the z direction, where K the
oped by Henderson, Schmickler, and co-workers. 13",4 Ab electrostatic coupling constant had the value 138.936
initio calculations of the electronic structure of adsorbates kJ nm/(mol e2 ) in the units used in this calculation. Non-
on small metal clusters provided information about adsorp- Coulombic interactions between the walls at z = ± zo and
tion site bonding and geometry.'•-17 There have been a num- all the ions and water molecules were represented by the 9-3
ber of molecular dynamics and Monte Carlo studies of water potential (henceforth called the wall potential) introduced
near surfaces. The closest was a simulation for 19 ps of eight by Lee et aL2' There was one 9-3 potential for each surface.
LiI and 200 water molecules between uncharged plates.1  This wall interaction is the same for all ions and molecules.
This was insufficient to study ionic adsorption of hydrated In this aspect, our model of the electrode-electrolyte inter-
species. In recent work, Heinzelman,19 Spohr,2 ° and face is simpler than the standard model. The complete inter-
Berkowitz2l considered adsorption of water on model plati- action energy U is

• -- I

U [Kq. qt S(R Rj,R R' ) + 4
EaRR 

0
'al ) _ 6T(R)

A r., L U r aft (-rf t r T /]J

i<j

+a -qEz,+ +(Zo )
9  (Za+Zo)3][ (Z _Zo)9 (Z •zo)3., (1)

J. Chem. Phys., Vol. 96, No. 9, 1 May 1992
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I WATER BETWEEN FLAT CHARGED ELECTRODES the H density extending 0. 1 nm (OH bond length) past the
A. Uncharged electrodes point where the wall potential first becomes repulsive be-

cause the latter acts only on the 0 atom and not on the H
This case was studied by Lee, McCammon, and atoms. The peak in H density near the surface occurs at

gossky.28 Their geometry was adopted in this paper and smaller Izl than in the 0 density profile, consistent with an
provided a useful existing frame of reference against which ice-like structure in which one OH bond points toward the
to compare results. We have repeated all their published cal- surface.
culations using the same parameter set and get essential

agreement. B. Charged electrodes
The simulation of pure ST2 water was performed in two

parts. First, the system was simulated for 250 ps at a con- In this section, we discuss the results of a simulation for

stant temperature of 2.411 kJ/mol with configurations water between oppositely charged plates. The plate at

stored every 0.5 ps. The average of the total energy was cal- z = - zo carried the positive charge. The uniform electric

culated for the last 200 ps and was equal to field was equivalent to a surface charge density of 0.11 e/nm2

,E,.. = - 35.23 ± 0.1 kJ/mol. Next, an initial configura- orabout 2X 10 V/cm. This is at the upper end of field gradi-
tion for a constant energy run was generated by taking the ents believed to occur in electric double layers. The simula-
last configuration of the constant temperature run and scal- tion was done at a constant energy of Etotai = - 35.23
ing its velocities such that the total energy would equal the kJ/mol for 200 ps. The average of the temperature was cal-
average energy of the constant temperature simulation culated over the last 150 ps of this run and had the value
( - 35.23 kJ/mol). This configuration was evolved for 200 2.49 ± 0.02 kJ/mol (300 K).
ps at constant energy and samples were collected every 0.1 Figure 2 shows the density profiles for H and 0 atoms in
ps. The average temperature was found to equal 2.40 ± 0.03 the direction z perpendicular to the electrodes. The first fea-
kJ/mol (289 K). The consistency between the constant tem- ture of note is the pronounced asymmetry induced in all the
perature and energy runs suggests that both runs have sam- densities. There are sharper peaks near the positive electrode
pled a representative part of the equilibrium ensemble. (z < 0). The sharper peak is interpreted as better wetting in

For a bin size of 0.0236 nm (1/100 of the gap between the field which orients and packs more water molecules near

the electrodes), the oxygen and hydrogen z-dependent num- the surface. This occurs where the electrostatic force is com-

ber densities are shown in Fig. 1. They resemble those of Lee parable to the Lennard-Jones interaction. At larger IzI,
et al.28 quite closely. Superimposed is the 9-3 wall potential where the r- ' repulsion dominates, the electrostatic interac-
with scale given on the right-hand side. Some points of inter- tion has no effect on the distribution of molecules. The 0
est are that the broad first 0 atom peak falls in the range of density profile is not bodily shifted relative to the zero field

the weakly attractive well of the wall potential, the "foot" of case, but the first peak shifts and sharpens in a move to a

300 300300 :

200 -4.0
Density pH(Z) 200 4.0

E

S*100 _ .Density po(z) 100o 2.0
E. , Density po(z) -

>

0-.0 0......... ... ... ... ....0.
0.0 ...... 0.0

Wa, I Wall Potential V(z) WaPtil ):: ? -2.0 i "Wall Potential V(z)','

1-2.0II I I I

-1.0 -0.5 0.0 0.5 1.0 I I I I
Distance z nm -1.0 -0.5 0.0 0.5 1.0

Distance z nm

FIG. 1. Some properties of the water ST2 model in zero electric field, Num-
ber density profiles for hydrogen H and oxygen 0 as a function of position FIG. 2. Some properties of the water ST2 model in a strong electric field
between the electrodes. Broken line shows the weakly attractive wall poten- (2 X 10' V/cm). Number density profiles for hydrogen H and oxygen 0 as a
tial. function of position between the electrodes.
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more negative z value. The same is true for H except that H 75
density has a new feature, a pronounced shoulder at z = 1.0
nm not present in the corresponding zero field density. 21

Figure 3 shows the change in H density when the field is 50ed
turned on. Also plotted, for reference purposes, is the H den- -1 qHPH(Z) field on

sity with field on. The shoulder on the right-hand side of the r - V
H density can be identified to molecules oriented with the - 25 pq(Z) field on
positive charge towards the negative electrode to increase 3

their electrostatic interaction. It coincides with z = 1.0 nm 2 0
positive lobe of the difference density Ap, (z). These mole- )

cules will be partially decoupled from the bulk as a result. 0

The number of molecules contributing to this feature is small P
and was estimated to be one. This number was determined
by subtracting from the "field-on" density, the "field-off" -f

density to give the ApH (z) shown in Fig. 3. In the case of H,
the integral of the difference ApH (z) over a small range of z 0
near the negative electrode was found to be slightly greater

than two. Essentially, the same number was obtained when
this procedure was repeated for the point charge PC in the -1.0 -0.5 0.0 0.5 1.0

Distance z nmn
vicinity of the positive electrode. On the average, one mole-
cule at each surface is reoriented as a result of turning on the
field. FIG. 4. Some properties of the water ST2 model in a strong el

Charge density profiles for field on and field off. The H atom der
Figure 4 shows the charge density Apq (z) for the entire is shown for reference.

ensemble averaged in the xy direction and plotted as a func-
tion of z. For reference, the density of the H atoms is also
shown. The charge density for field on and field off are
shown. Note that in the case of field off, the distribution has
been shifted down to avoid congestion. For field on, the large means that for the ST2 model, the waters can optirr
negative exaltation at z = -i .0 nm and large positive exal- getics of H bonding interactions by adopting an or
tation at z 1.0 nm are due to water molecules orienting with some H atoms pointing toward the weakly a
their charge to reduce electrostatic interactions. In zero surface.
field, the exaltations are much weaker and positive, indicat-
ing some H atoms are pointing toward the surface. This IV. SOLVATED IONS BETWEEN FLAT CHARGE

ELECTRODES
In this section, we describe adsorption of lith

iodide ions on charged electrodes (r = 0.1

300 E = 2 X 107 V/cm) These ions represent extreme
adsorption. Experimentally, iodide is believed to coi

50 sorb, whereas lithium ions being strongly hydratec
not lose any waters from the first coordination sA

200 initial configuration consisted of the molecules and i
E 6 X 6 X 6 cubic lattice with parameter 0.31 nm, witi

sites selected at random. After performing a const,25 r
E 1peXrature equilibration run, long simulations up t(

APH(Z) field on/off were performed at constant energy Etota = -

D kJ/mol to gather statistics. An average temper,
2.40 + 0.01 kJ/mol (T = '289 K) was found. Figure

S0.0 0.00 •the distribution of the two ions and water across
0

between the two electrodes. To facilitate interpret
C, c the density curves, the plot is annotated with a nu

circles with diameters equal to the Lennard-Jones a
-25 eters of the ions and water. Also, for the same reas

wall potential is superimposed on the same plot. As
S I I I ed, the two ions are adsorbed on electrodes with the

-1.0 -0.5 0.0 0.5 1.0 sign in charge. However, it is clear that the way in wý
Distance z nm ions are adsorbed is different. Lithium is hydrated a

not approach the electrode much closer than the diai

FIG. 3. Some properties of the water ST2 model in a strong electric field, a water molecule. Iodide in contrast makes physical
The change in H atom distribution for electric field on and off. with the electrode; there are no water molecules bei

J. Chem. Phys., Vol. 96, No. 9. 1 May 1992
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[4 water molecules that were within a cone with a half-angle of

I 60* whose axis was parallel to the z axis and vertex which was
V2 coincident with the ion. There are two such cones. One that
10 1 100 - opened into the surface and the other which opened away

Water p(z) ELi. from the surface, which we call the surface and bulk cones,
"E respectively. To make the normalization explicit, g(r) is de-

Sfined as
50 I d__4

g 2 o (n(r)), (4)4 -r~p dr

2where n (r) is the number of water molecules within both the
cone and a distance r from the ion andpo =33 particles/nm 3

---------- 0 . .is the mean density of water in the central region between the
-i , -1.0oplates. In Fig. 6, we show the I/water pair correlation func-

Wall Potential tion averaged over the bulk cone. The pair correlation func-

-2.0 tion averaged over the surface cone was negligible, signifying
L Ithe absence of solvent molecules between the ion and the

-1.0 -0.5 0.0 0.5 1.0 wall at all times. This is completely consistent with the den-
Distance z nm sity distribution of Fig. 5.

FIG. 5. Distribution of Li ÷, I -, and 214 water molecules in a strong elec- B. Position of lithium ion
tric field (2 X 107 V/cm) across the gap between the charged plates. The
wall potential is shown for reference. Circles are Lennard-Jones radii for the The lithium ion z distribution is shown on the right-
ions and water. hand side (z > 0) in Fig. 5. Figure 7 shows the pair correla-

tion function for water around the Li ion. There are separate
functions for both bulk and surface cones. The latter mea-
sures water between the ion and the wall. Unlike the case for
iodide displayed in Fig. 6, there is a measurable pair correla-

and the electrode. In several simulations, the electric field tion function for waters between the wall and ion. In fact, the
was reversed after 200 ps or more, forcing the ions to migrate first peak corresponding to the primary solvation shell is at
across the simulation cell to the opposite electrode. Forcing
the ions to transport across the film must induce consider-
able mixing. Density profiles calculated after flipping the
field were essentially mirror images of the earlier ones. This
supported our assumption that equilibrium was established 2.0
in about 100 ps and that it was adequate to start accumulate
statistics after an equilibration period of this magnitude.

A. Position of the iodide ion 1.5 Iodide Ion r

In Fig. 5, the iodide distribution is localized against the 6S
wall (bin size is 0.0236 nm and the wall potential is the same R!
for all molecules). The peak is at z = - 0.90 nm, the closest "
approach is z< - 0.97 nm, and the farthest distance is g 1.0
z: -- 0.83 nm. On the average, the iodide ion center is mid-

way between the minimum and the repulsive region [ defined .
by V(z)W>0] of the wall potential. The range of z displace- a.
Inents of the iodide ion center is approximately 0.25 nm for 0.5

the simulation shown in Fig. 5. Even during a fluctuation
Which places the iodide at its greatest distance from the elec-
trode, there is no room for a water molecule to press between
the wall and ion. It remains in contact with the wall and is to
be regarded as contact adsorbed. This is the first example of a 0.0 0 0.5 0 10.0 0.5 05 07 10
Molecular dynamic simulation of the electrochemical con- Radial Distance r nm
tact adsorption phenomenon.

Now consider the pair correlation function for water
around the iodide ion. Since the ion is adsorbed, the environ- FIG. 6. The pair correlation function for water distributed around the ad-

sorbed I ion. Only the distribution within the bulk cone (half-angle of 60') is
fnent on the surface side of the ion can be very different from shown. There are no water molecules between the iodide and electrode in
the environment on the side away from the surface. With this the surface cone.

6- N.9 1 Ma 1992
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15 z = 0.73 nm with the waters centered at the minimum h
0.5 0.75 1.0 .. 0 wall potential (V= Vmji at z = 0.884 nm) and at z

rm when the water centers are positioned at the hard

12 (at z = 0.934 nrm). The position of closest approach oftl
bulk side of Li 1.5 ion in the distribution in Fig. 5 is z = 0.827 nm. The

s considerable splay of the solvating waters from their n
2 nal octahedral positions around the ion. Examinatic
0) 9 1.0 three-dimensional computer graphics images showed
.-. 2 the lithium never contact adsorbed even though the s

s etion shell was distorted.
4. sa o 0.5 At positions farthest from the electrode, the lithiul

was well separated, with the centers of water in its pri
. (a.

solvation shell outside the attractive minimum of the
0.0 potential. However, there is not room for two water i

cules as can be easily visualized by looking at Fig. 5.

C. Water and the charge density distributions
0-.0 Figure 8 shows total charge density derived fromS0.0 0.25 0.5 0.75 1.0 1.25 1.5

Radial Distance r nm rate densities for the two ions, H and PC atoms, refer
against the water density distribution (water and oxyg,

P10.7.essentially the same). The total charge density looks cit!iFIG. 7. The pair correlation function for water around an adsorbed Li ion. esetially ther silare). The casel chargeedenithou iooks qt

The inset shows distributions inside cones (half-angle of 60*) oriented tively very similar to the case of water without ions shc
towards bulk and surface. Fig. 4.

The water density peaks show sharp structure cl
both walls where the electric field and the local ion
strongly orient the solvent molecules. There is also a'

;N in the water distribution at a position corresponding
the same radial position. Theinset in Fig. 7 is the secondary radius of the iodide. This corresponds to exclusion
and further region at greater resolution. The secondary Sol- solvent by the ion. The area involved corresponds to al
vation shell is broad, indicating the very considerable mixing imately three water molecules. The volume displaced
with the bulk. Integration out to the primary shell radius
confirmed the presence of six strongly coordinated water
molecules.

The hydrated lithium ion can be visualized as a large
object consisting of a central ion surrounded by six water
molecules in the shape of a bipyramidal octagon. This object 150 30
can adsorb to the surface with one, two, or three vertices
(spherical waters in this model) down. Iodide by contrast
behaves as if it is spherical. As the simulation proceeds, this
large "rough" object bumps and rolls over the charged elec- E 100 '2
StrCde as it is subject to fluctuations in the hydrogen bonded -W p(z) field o
trodenasit issubjt ito fuTutios pincthe hdo ge btoindedpWater fSsolvent surrounding it. This picture allows us to interpret

features of the lithium distribution of Fig. 5 not found for • 50 10
iodide. The distribution is: (i) peaked further from the wall; ' Charge Pq(Z) field on
(ii) broader (larger full width at half-maximum); and (iii) C

never approaches within -0.1 nm of the hard repulsive re- 0 0

gion at z = 0.934 nm. E
The Li ion distribution is confined between z = 0.425 Z

and 0.827 nm. The main peak for Li + occurs at z = 0.76 nm. -10
Compare these hypothetical distances calculated assuming •
the ion and water are hard spheres. A lithium separated
from the hard wall by one water molecule
[Izi = 10.9 3 4- 0.5(OLi + o)r, is located at z = 0.66 nm, 0.0 1 0
and at z = 0.61 nm when the water center occurs at the wall -1.0 -0.5 Dsn z nm
potential minimum.

The peak position z = 0.76 nm is compatible with the
hydrated Li ion having three of its attached waters simulta- FIG. 8. The charge density profile across the ion-water mixture ih

hreelectric field (2x X0I V/cm). For reference, the water distributi
neously in contact with the wall. For this orientation, the shown. Apart from small shifts in peak positions, the shape of tl
position of the Li nucleus (hard sphere model) would be at density resembles that shown in Fig. 4 for water.
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Adsorption of Sulfate on Metal Electrodes

Leslie A. Barnes *, Michael R. Philpott and Bowen Liu
IBM Research Division, Almaden Research Center
650 Harry Road, San Jose, California 95120-6099

Abstract

The adsorption of sulfate (SO2-) and bisulfate (HSO-) on copper has been
studied using ab initio calculations at the SCF level of theory, to aid in the
interpretation of in situ experimental data from the electrochemical interface,
in particular optical and surface X-ray measurements. The calculations are
designed to give qualitative insight rather than quantitative accuracy. Op-
timized structures and harmonic frequencies and intensities are computed for
isolated sulfate and bisulfate, and qualitative agreement with experimental data
is demonstrated. The effect of a uniform electric field on sulfate is also stud-
led. The structures of Cu0 SO2- and Cu°HSOj are optimized. The bonding
is dominantly ionic, with consequential small orientational dependence of the
adsorbed ligand. We also compute structures for the larger Cu4SO- duster.
The sulfate ion is found to favour a "3-down' adsorption geometry with sul-
fate oxygens occupying on-top sites over the previously postulated "l-downe
structure invoked to explain the early surface exafs experiments.

1 Introduction

Understanding the adsorption of sulfate on surfaces is a challenging scientific problem
that is also of significant technological interest in connection with battery chemistry,
dissolution of metals in acids, electroplating and polishing, and the incipience of oxide
films. Recent optical and surface X-ray measurements of metal electrodes in con-
tact with aqueous sulfate media have been explained with hypothetical models, with
sulfate (SO'-) and it's hydrolysis product bisulfate (HSO-) in specific-orientations
adsorbed on the metal surface [1]-[6]. Figure 1 shows some of these models.

The high symmetry (Td) and many vibrational modes of sulfate that are exclu-
sively IR or Raman allowed make it a potentially useful probe of forces influencing
orientation and of the local field within the electrochemical double layer. Bisulfate,
with lower symmetry, has more vibrational frequencies which may be IR or Raman
allowed, some of which overlap with sulfate modes. This :omplicates interpretation

"Mailing Address: Mail Stop RTC-230-3, NASA Ames Research Center, Moffett Field, California
94035-1000
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a. one down b. three down

H H
H O" 0

00 0 :

S

If\ 0 00 0

c. three down d. two down a. one down

Figure 1: Proposed Sexafs model of sulf'ate on upd Cu monolayer on Au(ý11)
surface along with some optical models for bisulfate.

Of the experimental data, where both sulfate and bisulfate may be present. From a
computational viewpoint, the larger size of sulfate and bisulfate make the calculation
and interpretation of structures and spectra more difficult than for smaller ligands
such as carbon monoxide or cyanide [7]. Nevertheless, because of the existence of sev-
eral proposed structures on Cu surfaces [5, 6) and the variety of other data bearing on
adsorption site geometry and structure [8]-[11], it is clear that model ab initio quan-
tum chemical calculations could play a crucial role in elucidating geometry, structure
and bonding at the adsorption site.

i The goal of the present work is to use a series of simple models to explore the

Sinteraction- of sulfate and bisulfate with metal surfaces and aid in the interpretation
S~of in situ experiments. Previous calculations have studied Cu clusters with small

i•:'•!ligands like 0, CO, and CN- [121-[14]. On silver clusters the ligands; F-, CI-, Br-,
• i I-, azide N3, and thiocyanate SCN- have been studied 115]-[18]. The polyatomn&

Sand potentially. polydentate ligands SO'- and HSO- are more demanding of compu-
• tational resources due to the larger number of atoms and electrons and the variety

H 2



performed [101. Other structure determinations have used STM [30] and AFM [31]
to obtain geometric information about the effect of sulfate on metal adatom sites on
gold surfaces.

Optical spectroscopy has provided important information about adsorption of
bisulfate and sulfate on metals and also how vibrational frequencies change on ad-
sorption and with changes in electrode potential. In particular in situ surface FTIR
spectroscopy [1]-[4], 132], has shown how sulfate, bisulfate and water adsorb on poly-
crystalline and single crystal surfaces and single crystals with submonolayer of under
potentially deposited metals. Finally, we point out that other optical spectroscopies
such as second harmonic generation and sum frequency generation [331 have provided
some information concerning the interaction of adsorbed sulfate on metal electrodes
over a wide range of potentials [34, 35].

3 Methods

For isolated SO'- and HSO- we carry out ab initio all-electron SCF calculations
using analytical derivative methods to determine optimal geometries, harmonic fre-
quencies, and both IR and Raman intensities. The SCF method is expected to give
bond stretches which may be 10-20% too high compared to experiment. However, the
results should be qualitatively correct. For SO'-, we have also carried out geometry
optimizations and frequency calculations in the presence of an applied electric field.
These were carried out under the constraint that the S position was fixed. We have
also computed IR intensities for SO2- in the presence of an applied field, but not
Raman intensities. For the single copper atom and copper duster calculations with
sulfate or bisulfate, we carry out ab initio all-electron SCF calculations using analyt-
ical derivative methods to determine optimal geometries, with the constraint of C3,,
symmetry for Cu°SO2- and C. symmetry for Cu 0HSO0. The CuISO2- calculations

were constrained so that the Cu4 geometry was fixed at that of bulk Cu metal on the
(111) surface [36] and the Cu4SO- duster had C3,, symmetry.

The sulfur basis is derived from the (12s 7p) primitive Gaussian set of Dunning
and Hay [371, contracted to [6s 4p] and supplemented with two d functions with
exponent 0.9 and 0.3. The oxygen basis is the (9s 5p) primitive Gaussian basis set of
Huzinaga [38], contracted to [4s 2p] according to Dunning [39]. This is supplemented
with a diffuse p function with exponent.0.059 [371 and a d function with exponent
0.72 [40]. The basis for hydrogen is the (4s) primitive Gaussian set of Huzinaga,
contracted to [2s] according to Dunning and Hay, .and supplemented with a single
p function with exponent 1.0. For Cu we use the (14s 9p 5d) primitive Gaussian
basis set of Wachters [41], contracted to [8s 4p 3d] using his contraction scheme 2.
Two diffuse p functions, as recommended by Wachters, and the diffuse d function of
Hay [42] are added, yielding a final basis set of the form (14s lip 6d)/[8s 6p 44. 'This
basis should be adequate to describe the dominantly electrostatic interaction between
the Cu 4s electron and SO2- or HSOf units.

3



of potential binding modes. We first examine the isolated sulfate and bisulfate ions,
and then look at the effect of a strong electric field on sulfate. We then model the
binding to the surface first with a single Cu atom, and then progress to larger clus-
ters with four metal atoms, looking at geometries and relative binding energies, using
all electron ab initio SCF Hartree-Fock calculations and analytical derivative meth-
ods. A more complete description of additional calculations for sulfate and bisulfate
including adsorption on ten atom Cu dusters will be reported elsewhere [19].

This paper is organized in the following way. In § 2 we provide a survey of the
experimental data. In § 3 we discuss the theoretical methods used, and in § 4 we
present our results and discussion, first presenting results for SO2- and HSOj, then
Cu 0 4so, Cu0HSO0 and Cuo4SO-.

2 Survey of Experimental Data

In this section we briefly describe some of the more important experimental work that
this paper impacts. There are three main areas: adsorption, structure, and optical
spectroscopy.

In aqueous solution sulfate belongs to the class of anion known to undergo specific
adsorption [20, 21] in the range of electrode potential corresponding to a thermody-
namically stable electrochemical double layer. In this process more weakly bound
water molecules between the electrode and the ion are displaced and the ion makes
physical contact with the surface atoms of the metal. This is the origin of the term
"contact adsorption". Early discussions of this phenomena also considered whether
a chemical bond was formed, but conventional wisdom now describes the adsorption
as primarily physisorption. In practice contact adsorption results from a balance of
opposing free energy interactions of the following type: electrostatics, enthalpies of
hydration of ion and surface atoms, and entropy of displaced water molecules. Gen-
erally speaking, large ions (eg. I-, Cs+) contact adsorb whereas small ions (eg. F-,
Ca+) do not. The contact adsorption series for noble and coinage metal electrodes
immersed in aqueous electrolyte is BFj < PF- < CIO- < F- < HSOj < SO2- <
C1- < SCN- < Br- < I- [21, 22]. Verification of contact adsorption for sulfate and
bisulfate on metals has been demonstrated by a variety of classical electrochemical
techniques including cyclic voltammetry [23]-[25], differential capacitance [26], and
radio tracer analysis [27J-[29].

Structure determinations by surface X-ray scattering have proved very important
because actual geometric information has been derived. For example Blum et al. [5, 6]
proposed the first structure for sulfate adsorption. These results are particularly
important because it was proposed that sulfate may occupy an on-top site with the
Cu-O-S bond parallel to the normal of the (111) surface plane. Complimentary X-
ray studies have been reported for various Au surfaces [8, 9]. Similar on-top site
geometries have been proposed for adsorption on Cu(100), obtained by emersing the
electrode from acidic sulfate solution prior to tranfer into UHV where LEED was
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Figure 2: Isolated SO- and HSO7 structures. Bond lengths are in a.u. and angles
are in degrees (I a.u. = 0.529177 A).

The programs CADPAC [43] and the Cambridge Direct SCF [44] are used, im-
plemented on an IBM 3090/300J and RISC SYSTEM/6000 computers at the IBM
Almaden Research Center. CADPAC was modified to compute frequencies and inten-
sities in the presence of an applied electric field according to the methods of Duran et
al- [45].

4 Results and Discussion

4.1 Isolated SO2- and HSO ions

To illustrate the qualitative accuracy of the calculations, we consider here the struc-
ture and vibrational frequencies of isolated SO2- and HSO0. We emphasize, however,
that our results are for "gas-phase" species - so the comparison with experiment will
only be qualitative. Nevertheless, the results are useful.

The structure of isolated SO` and HSO are illustrated in Figure 2. Isolated
SO' has tetrahedral symmetry (TI point group), whereas HSO- has a single plane
of symmetry (C. point group). The computed bond distance for SO'- of 2.80 a.u. is
in good agreement with the experimental value of 2.82 a.u., which is the value in the
Na2S04 crystal and also is the average value in the K2S04 crystal [36]. The computed
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Table 1: Summary of the SO2- harmonic frequencies and intensities

Mode Freq. IR int. Raman int. Expt. Freq.a
cm-I km/mol A4/amu cmn-

v2(e) 471 0 2.3 451
vI(t 2) 666 50 2.4 618
v1(ai) 1035 0 24.6 981
v3(t 2) 1174 605 8.2 1104

"Aqueous Na2S0 4 [491

structure of HSO- is also in general agreement with data from crystal structures of
KHSO 4 [46] and NH 4HS0 4 [47]. For example, in KHS0 4 the S-03 distance is around
2.72 a.u., whereas the S-01 distance is longer at around 2.77 a.u., due to hydrogen
bonding with other HSO- units in the crystal. The S-02 distance is around 2.96 a.u.
in the crystal, shorter than the theoretical result, again an effect due to hydrogen
bonding in the crystal. The O-H distance is only 1.37 au. in KHSO 4 and NH4HS0 4 ,
compared with the 1.79 a-u. value found here. This difference is larger than could
reasonably be expected. However, as discussed by Nelmes [47], the "expected" O-H
bond distance in other hydrogen bonded systems is in the range 1.8-1.9 au. For ex-
ample, the O-H distance in H2S0 4 [2, 48] is 1.83 au. Therefore the theoretical value
seems very reasonable. Regarding the angles, there is again qualitative agreement,
except for the LS-O-H which is not unexpected based on the bond distance differ-
ences. For example, in KHSO 4 , the L03-S-02 is around 1050, compared with 1040
theoretically, and the L03-S-01 is 1110 compared with 115* theoretically. There is
some difficulty making direct comparisons, due to hydrogen bonding and other "crys-
tal" effects - however, the theoretical results are qualitatively correct. Thus, for
HSO-, the lengthening of the S-OH bond distance and the shortening of the other
S-O distances compared with the S-0 distance in SO'- is seen in both the exper-
imental and theoretical results, and the changes in the bond angles are also in the
same general direction.

The computed frequencies and intensities for SO'- are given in Table 1 and
are in good agreement with the aqueous Na2S0 4 results, although the symmetric
stretch is too high, as expected at the SCF level of -theory. In general, frequencies
which are too high also correlate with bond distances which are too short at the
SCF level of theory - however, external media effects in the solution or crystal
environment make specific comparison between the frequencies and bond lengths
difficult. In fact the agreement between the computed and experimental frequencies
is somewhat fortuitous - the aqueous results will undoubtedly be affected by factors
such as hydrogen bonding [49], whereas the effect of electron correlation has not been
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Table 2: Comparison of computed HSOj frequencies and intensities with experiment

Freq. IR int. Raman int. Expt. Freq.a
km/mol A4/amu cm.-

a" 130 93 2.3 145
a! 441 4 1.5 447
a 476 11 1.1 4186
a' 616 52 2.8 576
ae 641 71 2.8 589
a' 642 27 3.8 610
a' 861 330 9.5 883
a' 1157 123 18.4 1022
a' 1258 132 3.0 1044
a" 1351 521 4.7 1194
a' 1409 467 4.0
a! 4176 73 61.2 3510

Frequencies from Ramxian spectrum of NH 4HS0 4 crystal (See reference [49] and
references therein)
ý There is another a" mode reported at 407 cun'
' Frequencies in the range 1360-1390cm- 1 have been reported from IR spectra of
molten KHSO4 (See reference [49] and references therein)

accounted for in the calculations. However, the qualitative agreement is good, the
pattern of vibrational levels being well reproduced. For the intensities there are no
absolute measurements. However, it is known that v3 is the most intense IR band for
SO4, and that vi is the most intense Raman band, which is dearly demonstrated in
the theoretical results.

The computed harmonic frequencies and intensities of HSO are given in Table 2.
We denote them according to their symmetry label in the C, point group. We also
present experimental frequencies for HSO- in the NH4HS0 4 crystal, taken from the
work of Dawson et al. [49]. We see overall qualitative agreement between the theoret-
ical and experimental frequencies, with the S-0 stretches being somewhat too high
as found for SO', except for the S-OH stretch which is too low, possibly correlating
with the error found for the S-OH bond distance, which was too long. Quantitative
agreement should not be expected due to both limitations in the theory and other
effects such as additional hydrogen bonding in the solid, which is expected to lower
the experimental O-H stretching frequency. As far as the intensities are concerned,
the computed results seem to be in fair agreement with the experimentally observed
values in that the most intense Raman band experimentally is the 1022-1044 cmn-

band and this corresponds to the 1157 cm-' band in the theoretical calculations.
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Figure 3: SO'- structure in the presence of an electric field along a C3 axis. Bond
lengths are in a.u. and angles are in degrees (for the electric field, 1 a.u.
5.14221x10 9 V/cm).

Furthermore the order and relative intensity of the four bands at 642, 862, 1157,
and 1258 cm-1 are not expected to change because all these modes have the same
symmetry. Overall, the theoretical methods used here give useful qualitative, though
not quantitative, results.

4.2 SO2- in the presence of an electric field

In this section we consider the effect of an applied electric field on the structure,
frequencies and IR intensities of SO2-. This analysis is useful as a simple model of
electric field effects at an electrode surface, and also in the analysis of binding in the
copper plus sulfate dusters. The magnitude of the field was fixed at 0.01 au.. (5x107
V/cm), corresponding to the strong electric field expected in the electrochemical
double layer [13, 501.

The effect of the applied field on the structure of SO'- is illustrated in Figure 3.
The field is applied along a C3 axis, with a positive and negative sign, and the SO4-
unit has C,. symmetry in both cases, with different bond distances and angles. Con-
sidering first Figure 3(a), we see that the S-01 bond has lengthened significantly from
the isolated ion value of 2.80 a.u., whereas the S-02 bond has shortened. However,
the shortening effect is smaller since the S-02 bond lies at a greater angle to the ap-
plied field. The bond angles show effects consistent with the distances. The O1-S-02
angle has decreased from the isolated ion value of 109.50, whereas the 02-S-02 angle
has increased. Thinking of the S position as fixed, we see that all the 0 atoms have



Table 3: Summary of the SO'- frequencies (cm- 1 ) and IR intensities (krn/mol) with
an electric field along S-O1 (C3, symmetry)

-0.01" a-u. -+0.01l a~u.

v I IR int. v I IRint.
v2(e) 471 0.1 471 0.1
v4(e) 666 54.2 665 44.6
v4(al) 664 37.8 667 58.8
vi(al) 1015 138.2 1028 20.3
v3(e) 1210 583.0 1136 626.3
v3(al) 1113 517.3 1248 547.5

The orientation of the field corresponds to Figure 3(a)
SThe orientation of the field corresponds to Figure 3(b)

moved in the direction opposite to the applied field, as may be expected due to their
negative charge. Reversing the direction of the applied field (Figure 3(b)) has the
expected effect - the 0 atoms all move in the opposite direction, so that the bond
distances and angles change in the opposite sense but by about the same magnitude
as for the first field direction.

The computed harmonic frequencies and IR intensities for SO'- in the presence
of an applied electric field are given in Table 3, which are to be compared with the
isolated ion results of Table 1. The frequencies in Table 3 are identified by the original
labels (PI - Y4) used in Table 1, as the assignment is quite clear even though the
symmetry is lower. We see that the t2 modes of the Tj point group have split into a,
and e modes for the C3. point group in the presence of the applied field. Also, v2 and
v4 are barely affected by the applied field, presumably because these modes involve
motions which are predominantly perpendicular to the applied field. Because of their
low IR and Raman intensity, these modes are difficult to detect experimentally.

Of more interest are v, and v3, as these are intense in the Raman and IR regions,
respectively (see Table 1). Although we have not computed Raman intensities in
the presence of an applied field, it is likely that P, will still be the most intense
Raman band in this case also. From Table 3, for the -0.01 a.u. field, we see that the
lengthening of the S-O1 bond (Figure 3(a)) results in a reduction of the Y1 (al) mode
by about 20 cm-1 and the v3(a1) mode by about 60 cmn-, a large effect. In addition,
v, has gained some IR intensity, possibly due to interaction with the intense V3(al)
mode. The v3(e) mode has increased in frequency by about 35 cm-l, reflecting the
shorter S-02 bond distance. We note that P, involves both S-01 and S-02 stretches,
so that in the presence of the applied field there is a balance between effects which
increase vl (shortening the three S-02 distances) and decrease u1 (lengthening the
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S-O1 distance).
From the +0.01 a.u. results of Table 3, we see that reversing the direction of

the applied field has a similar effect on the frequencies as for the bond distances.
The Pi(al) mode is again reduced in frequency, although the effect is smaller than
for the -0.01 a.u. field. This shows, however, that an intuitive guess based on the
bond distances is not entirely appropriate for predicting the frequency shifts - in
this case, the additional go(a 1) mode has an effect on the v1(a1 ) mode, in one case
moving down in frequency and the other case moving up. It is probable that this
shift in xs(ai) has a subtle but important effect on vz(al) for the -0.01 a.u. field case,
increasing the IR intensity and reducing the frequency. Further evidence for this may
be seen from the IR intensity of v, (a,) in the +0.01 a~u. field case - the increase is
much smaller than for the -0.01 a~u. case, because v3(al) has moved up in frequency
rather than down. The v3(e) modes are shifted down in frequency for the +0.01 a.u.
field case, as expected.

If we were to consider the metal surface to be perpendicular to the applied field
direction, then we must keep in mind the fact that the e modes will not be observable
on a surface. This is because the IR intensity arises from a dipole moment derivative
which is parallel to the "surface", which will be cancelled by image charge effects (ie.
the surface selection rule). Therefore it is the a, modes which are the most important,
as these involve dipole moment derivatives which are perpendicular to the 'surface".
These simple model calculations indicate that the orientation of the SO'- molecule
on the surface may be determined by the frequency shift of the intense v3 (a1 ) mode.

4.3 Cu0SO- results

In this section we consider two Cu0SO'- structures, illustrated in Figure 4, denoting
them as "1-down" and "3-down", respectively. There are other structures which may
be important - for example, there is a "1.5 down" structure with a Cu-O1-S angle
of 122*. This lies around 2 kcal/mol below the 1-down structure. In the current work
we consider only the C3, structures, postponing discussion of alternative structures
to future work [19]

The interaction of SO- with the Cu atom is mainly electrostatic, dominated
by charge-induced dipole interactions. Remembering that SO- has no permanent
dipole moment, this means that the binding energy of S02- to a single Cu atom is
not especially sensitive to the orientation of the SO'- unit. The 4s electron on Cu
polarizes away from the SO2- unit, forming an Sp hybrid orbital in order to both
reduce the repulsion and create an attractive electrostatic interaction by forming a
positive region of charge on the SO'- side of the atom - an induced dipole. The
interaction is strong - the binding energy of the structure illustrated in Figure 4(a)
is around 37 kcal/mol. For comparison, at an equivalent level of theory the binding
energy of Cu0 H 20 is less than 1 kcal/mol (a Van der Waals complex), whereas the
binding energy of Cu+H2 0O is strong at around 32 kcal/mol.
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Figure 4: Summary of Cu 0SO-4 structures in C3, symmetry. Bond lengths are in
a.u. and angles are in degrees.

The two structures are separated energetically by 6 kcal/mol. The Cu--) bond
distances in each case are very different. The Cu-O1 distance of the 1-down structure
is reasonable - for example, the early surface exafs experiments [5] found a value of
3.9 a.u. The Cu-02 distance of 4.83 a~u. for the 3-down structure is much greater -

in this case the limiting factoir is the inability of the SO'- unit to distort sufficiently
to allow a stronger interaction between the 02 atoms and the Cu, combined with the
repulsion between the formally positively charged S and the positive charge due to
the induced dipole on the Cu atom. The fact that there are three 02 atoms involved
in the interaction offsets these factors to some extent.

It is of interest to compare the bond lengths and angles of the S02- unit in
Cu°SO0- (Figure 4) with those of SO4 in the presence of an applied field (Figure 3).
For the 3-down structure, we note that the S-02 distance is the same as in free SO'-,
in contrast to Figure 3(b), where it is slightly longer. However, the 02-S-02 angle
is smaller for the 3-down structure than in Figure 3(b). These differences are due
to the more localized nature of the electrostatic interaction between Cu and 4O2-

compared with- the uniform electric field of Figure 3. Overall, however, there is a
remarkable similarity between the S02- unit in the 1-down structure and the applied
field structure of Figure 3(a), and the SO0- unit in the 3-down structure and the
applied field structure of Figure 3(b). This is due to the dominantly electrostatic
nature of the interaction of S02- with Cu - the Cu atom with an induced dipole
is quite similar to an applied electric field, as far as the S02- unit is concerned. In
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Figure 5: Summary of Cu°HSO4 structures in C, symmetry. Bond lengths are in
a.u. and angles are in degrees.

future work [19] we will consider whether this also applies to the frequency shifts
for the SO?- unit in Cu0SO2-. At the present time we simply state that they are
expected to be qualitatively similar to those found for SO'- in the presence of an
applied field.

4.4 Cu°HSO structure

We now consider two Cu0 HSO- structures, illustrated in Figure 5. As for Cu°SO2-,
there are other possible structures. However, these are the lowest energy structures
which we have found.

There are two important differences between SO2- and HSO', both due to the
presence of the H in HSO-. The first is the reduced charge of HSO0, which results in
a smaller charge-induced dipole interaction in Cu 0HSO-. This is illustrated by the
reduced binding energy of Cu0HSO;, only around 14 kcal/mol, less than half that
of Cu0SO•-. The second difference is the presence of a permanent dipole moment
in HSOj. Considering Figure 2(b), the permanent dipole is oriented in the S-02-H
plane, approximately perpendicular to the 03-S-03 plane, passing through the S
with the positive end at the OH end of the molecule. There will be an effect which
tends to orient the dipole to maximize the dipole-induced dipole interaction. However,
this is a secondary effect compared with the charge-induced dipole interaction. This
is illustrated by the two structures shown here - the orientation of the dipole is
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different in each case, yet the structures have very similar energies.
The Cu-O1 bond distance is longer in Cu0HSO- than Cu°SO'-, reflecting the

lower binding energy of CuPHSO;. Comparing the HSO structure in Cu'HSO4
with the isolated HSO; structure of Figure 2(b), we see similar effects to the SO'-
structural changes in Cu0SO-, but again these are not as large since the interaction
is weaker. In addition, the symmetry is lower. The S-O1 bond distance is greater
in Cu0 HSOj compared with HSO0, and the S-02 and S-03 distances are shorter.
The angles also change in a way consistent with that found for SO2- in Cu 0 SO- -

the negatively charged oxygens move toward the positive side of the Cu, whereas the
positively charged H moves away. This decreases the 01-S-02 angle, for example,
and increases the S-02-H angle.

There are several other possible structures for Cu0HSOj- when compared to
Cu0 SO-, mainly because of the lower symmetry of HS04 compared to SO4. How-
ever, the most important difference between CuOSO2- and Cu 0HSO-, that is the
weaker binding leading to smaller geometric distortions of HSO" in CuWHSOL, will
also apply in these other cases. This also means that, if HSO- and SO2- adsorb on a
Cu surface with a similar orientation, the frequency shifts for HSOj may be expected
to be smaller than for SO2-. However, since the frequency shifts are very dependent
on the orientation, this cannot be taken as a general rule.

4.5 Cu4SO2- structures

In this section we present results for two structures ofuS2, illustrated in Figure 6.
These are chosen to illustrate important limitations in the single copper atom model,
but also to illustrate the utility of that model in the qualitative understanding of the
interaction of SO'- and a copper surface.

One valid question is why consider the single copper atom calculations at all,
given that we are also presenting the Cu4 results. There are several reasons - firstly,
it is computationally feasible to compute harmonic frequencies and IR intensities for
Cu0 SO4- and related systems. Although we have not presented these results here,
this will appear in future work [19]. Secondly, the CuPSO2- results give good insight
into the nature of the Cu-SO'- interaction, without the additional complications of
duster artifacts which may appear (see below). Finally, the single copper calculations
serve as a starting point from which to plan the more computationally intensive Cu4
calculations.

The four atom copper duster used here illustrates the additional binding possi-
bilities of SO'- on the Cu(1l1) surface - the 3-down and 1-down models now contain
interactions with three copper atoms. Before discussing CurSOr-, however, we must
note some additional limitations of the duster model.

For the Cu4 and the CurSO- clusters, we have currently used a closed-shell
singlet coupling of the Cu 4s electrons. There are other possible couplings - in
particular, several triplet states, which we will be studying in future work. Whether
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Figure 6: Summary of Cu°SO- structures showing ontop and three fold hollow
sites. Bond lengths are in a.u. and angles are in degrees.

a singlet or triplet coupling of the electrons is chosen, there are problems which arise
from using the cluster model. Cu 4 is in reality a small molecule with a valence shell of
4s-like electrons, rather than an accurate model of a metal surface. The occupation of
the valence shell leads to an asymmetric charge distribution in C3, symmetry, so that
Cul in Figure 6 carries a net negative charge and the three Cu2 atoms carry an equal
net positive charge, for the closed-shell singlet coupled case. This gives the cluster
an overall dipole moment which in this orientation favours the binding of a negative
ion such as SO`-, and so absolute binding energies are not well defined. However,
relative binding energies should still be qualitatively useful.

The two structures of Figure 6 illustrate the importance of multidentate bond-
ing for SO0- on copper. The 3-down structure is much more stable than the 1-down
structure over the 3-fold hollow site. The binding energy of SO2- to Cu4 (closed shell
singlet coupled) for the 3-down structure is 54 kcal/mol, compared with 31 kcal/mol
for the 1-down structure. The binding energy for the 3-down structure is also much
higher than that of SO2- bound to Cu (37 kcal/mol, § 4.3). Some part of the increased
binding energy for the Cu4 duster in the 3-down orientation is due to the permanent
dipole moment of the Cu4 cluster. However, the large difference of 23 kcal/mol be-
tween the 3-down and 1-down cases for Cu4SO- indicates that the 3-down structure
may be favoured on Cu(111). Interestingly, the Cu-O distances are very similar for
both cases, just over 4.1 a.u. However, the interaction of three negatively charged
0 atoms in the 3-down case obviously leads to a much stronger interaction than the

14



1-down case. The Cu-O bond length of 4.1 a.u. is reasonable when compared with
the surface exafs value of 3.9 a.u. discussed previously. However, we do not expect
quantitative agreement.

It is useful to compare the structures of the SO'- units in Figure 6 with the ear-
lier Figures 3 and 4. The SO'- unit for the 3-down structure of Figure 6(a) is quite
similar to that of Figure 3(b), indicating again a dominantly electrostatic interaction.
Compared to the Cu0SO2- result (Figure 4(b)), the angles of the SO2- unit in the
Cu4SO2 3-down structure indicate less distortion, due to the oxygens being in a more
favourable position in the Cu°SO2- structure. The 1-down Cu4SO2- structure, al-
though much higher in energy, is still interesting. We see again qualitative similarities
to the earlier results of Figures 3(b) and 4(b). However, the distortions of the an-
gles and the S-O1 bond distance are much greater in the 1-down Cu4SO2structure.
Although the interaction is probably still dominantly electrostatic for the 1-down
structure, the very long S-O1 bond distance may be indicative of the formation of
a weak chemical bond between the Cu4 duster and the SO4 unit. Comparing the
bond lengths and angles of the Cu°SO'- 1-down structure with those of HSO7 (Fig-
ure 2(b)), we see qualitative similarities. Althought the distortions are not as large
in CuPSO'- as in HSO- it is dear that the 1-down structure is some way along to a
chemically bonded species, in contrast to the 3-down structure, which is electrostati-
cally bound.

Regarding frequency shifts for SO2- in Cu°SO2-, we simply note from the geo-
metric distortions of the SO2- units that they are expected to be qualitatively similar
to those found for S02- in the presence of an applied field, and the 1-down shifts may
be larger than the 3-down shifts.

5 Conclusions

A series of model calculations have been presented which aim at helping to interpret
the results of in situ experimental data on the adsorption of SO2- and HSO on
metal surfaces. The current calculations are aimed at adsorption on copper, but the
qualitative nature of the results means that the conclusions may generalize to other
metals. The geometry optimization, harmonic frequency and intensity calculations
for isolated SO'- and HSO- indicate useful qualitative accuracy. The application of

strong uniform electric field to SO2- gave insight into the response of SO2- to the
local field in the electrochemical double layer, and also gave insight into the nature
of the bonding of SO'- to Cu and Cu4. The frequency shifts computed for SO'- in
the presence of the applied field could be straightforwardly interpreted in terms of
the geometrical distortions caused by the field. However, the calculations show that
there are some subtle effects for the frequency shifts due to the interaction of modes
of the same symmetry which are not obvious from intuitive arguments based on the
geometrical distortions. In addition, the calculations show that the frequency shift of
the most intense a, mode may serve to indicate the adsorption geometry of SO'- on
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Cu(111), assuming C.3,, symmetry.
The interaction between CuO and SO2- or HSO; is dominantly ionic, a charge-

induced dipole interaction, so there is not a large energetic difference between the
different structures. The binding energy of SO2- to Cu or Cu4 is quite high, whereas
the binding energy HSO- to Cu is lower due to the reduced charge of HSO0, giving a
reduced charge-induced dipole interaction. The similarity of the structure of the SO'-
unit in the presence of an applied field with that in Cu*SO2- serves to illustrate the
ionic nature of the bonding. The lower binding energy of HSO; compared with SO2-

means, that for an equivalent adsorption orientation, the frequency shifts observed
for HSO; may be less than for SO2-. However, since the frequency shifts are very
dependent on adsorption geometry, this statement cannot be taken as general.

The Cu4SOS calculations illustrate that, even accounting for artifacts due to
the duster model, the 3-down multidentate structure of Cu4SO- is energetically
much more favourable than the 1-down hollow site adsorption for Cu(ll1). This is
mainly due to the very favourable position of the oxygen atoms over the Cu atoms
on Cu(l11). The comparison of the SO"- structure in CuSO2- with the earlier
structures indicates that the qualitative nature of the frequency shifts for SO'- may
be deduced from the geometric distortions of the SO'- units. Finally, the structure
of the SO'- unit in the 1-down Cu 2SO- duster indicates the possible formation of
a weak chemical bond when compared to the 3-down Cu4S0- structure, which is
electrostatically bound.

Continuing and future work includes the consideration of more structures for
Cu0SOt- and CuDHSO", the computation of harmonic frequencies and IR intensities
for these species, the optimization of additional structures for the larger Cu4SO-
structures and the consideration of even larger dusters such as CulSO4 . When
combined with the current results, these should give more insight into the interaction
of SO- and HSO with metals and metal surfaces.
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Molecular dynamics is used to model the structure and dynamics of electric double layers

at a charged metal surface and to ask questions of spectroscopic interest. In particular:

What is the molecular basis for changing the position of the outcr l lelnholtz plane

(OIIP) thereby tuning the electric field across the inner layer? Another topic is the mi-

croscopic basis of modulation spectroscopies like SNIITIRS Our Ml) simulations of an

immersed electrode show features corresponding to: compact layer, diffuse layer, highly

oriented water layer next to the metal when the electrode is charged and ions are present,

penetration of nominally diffuse layer species into inner layer, ion pair formation between

contact adsorbed ion and diffuse layer ion when the electrode is uncharged, poorly ori-

ented surface water when the electrode is uncharged. All these properties arise from the

model with the restriction that charge on the metal and aqueous phase sums to zero, ic.,

q M +qions - 0.
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Introduction and Model
We use molecular dynamics (MD)) to model the structure and dy-
namics of electric double layers at a charged metal surface and to
ask questions of spectroscopic interest. In particular: What is the
molecular basis for changing the position of the outer I lelmholtz
plane (011 P) thereby tuning the electric field 1, 2 across the inner
layer? Another topic is the microscopic basis of modulation
spectroscopies like SNIFTIRS 3. Our MI) simulations of an im-
mersed electrode show features corresponding to: compact layer,
diffuse layer, highly oriented water layer next to the metal when
the electrode is charged and ions are present, penetration of nom-
inally diffuse layer species into inner layer, ion pair formation be-
tween contact adsorbed ion and diffuse layer ion when the
electrode is uncharged, poorly oriented surface water when the
electrode is uncharged. All these properties arise from the model
with the restriction that charge on the metal and aqueous phase
sums to zero, ic., qM+qions= 0 .

Interaction with the metal was represented by a 9-3 potental for
Pauli repulsion and attractive dispersive interactions, and an im-
age potential for interaction with the conduction electrons. On
the side opposite the metal the electrolyte was constrained by the
9-3 potential of a 'dielectric-like' bounding surface. This boundary
limited the extent of the fluid phase, and kept the calculations
tractable. System composition was mM ' +nX+(N-m-n)l1(2)



where N is the number of water molecules in the absence of ions,
and (m,n)=(0,O),(I, 0),(0, 1),(l, 1),(2, I),. llcinzinger paramc-
ters 4 for st2 water model and alkali halides MX were used.
Electrostatic fields were calculated exactly (tio cut offs) by the fast
multipole method.

Double Layer on Charged Electrode
We display a sample result here (see Figure I) for a system comi-
posed of one Li', two V and 155 watcrs in a cubic simulation cell
with edge length 1.862 nm and periodically replicated in the (x,y)
plane. The metal surface at z = 0.932 nm has ql = + cl
(anodic). Figure I shows the density profiles averaged over the
xy plane as a function of z for all components of the system. The
iodide distribution is sharply peaked near 0.7 nm just inside the
repulsive portion (dash line) of the 9-3 potential. The iodide dis-
tribution is compact and the Li' distribution is diffuse. At nega-
tive z the Li density has the gradual fall off expected for an
electrostatically bound species. The main component of the Li
density ends at 0.05 nm which we interpret as the position of the
OHP, being approximately two water diameters from the repulsive
wall at z = 0.682 nm. In the region between 0.05 and 0.3 nm the
cation has finite probability of penetrating the inner layer. This
process is not part of usual Stern-Gouy-Chapman theory. The
structure near the metal surface in the densities for water, If, and
PC (point charge of the st2 model) arises from an oriented layer
of water with a PC pointing at the metal. This an important result
of our model with implications for modulation spectroscopy.

Application to Surface Spectroscopy
The idea of altering the position of the outer plane to change the
field across the inner layer has been proposed many times 1, 2
This effect can be modeled with the primative system used herc.
Based on the total charge distribution given in Figure I we see
that the iodide and oriented surface waters determine the charge



density near the metal. Note thie positive charge peak at 0.65 tnm.
It and weaker positive peaks near 0.4 and 0.2 urn make it difficult
for positive ions to approach the interface even though the lattcr
carries net negative charge because of two adsorbed anions. Two
opposing effects operate as cation size is increased, and their bal-
ance determnies the field effect. First the OIIP will move to more
negative z due to larger radius and electrostatic repulsion Frorn the
positive charge peaks. Second at larger radii the cation hydration
shell is Softer making it easier for the ion to penetrate the inner
layer. In Figure 1 the tail between 0.0 and 0.3 nm indicates how
difficult this is for Li ion with its strongly bound solvation shell.
More calculations exploring this effect are in progress and will be
presented at the meeting.

Conclusion and Acknowledgement
Molecular dynamics calculations show that a simple model based
on sound chemical ideas reproduces phenomena familiar from ex-
periments on the electrochemical interface. Important new in-
sights arise concerning the time averaged electric fields across the
inner layer which in turn deepen our understanding of
spectroscopic probes.
This work was supported in part by the Office of Naval Research.
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MOLECULAR DYNAMICS MODELING OF ELECTRIC DOUBLE
LAYERS

James N. Glosli and Michael R. Philpott
IBM Research Division, Almaden Research Center

650 Harry Road, San Jose, CA 95120-6099

Constant temperature molecular dynamics calculations of a simple model of a
charged metal electrode immersed in electrolyte show the following features
known to exist experimentally : incipience of a compact layer, formation of a
diffuse layer, presence of highly oriented water layer next to the metal, pene-
tration of nominally diffuse layer species into inner Helmholtz region, ion pair
formation between contact adsorbed ion and diffuse layer ion. All these effects
emerge from calculations with the same basic model when either the electrolyte
composition or the electrode charge are changed. The systems studied had the
general composition nI-+mLi++(158 - n - m)H20 where (nm) = (0,0), (1, 0),
(0, 1), (1, 1), and (2, 1). The simulation cell had one metal electrode and one
constraining dielectric surface. The surface charge on the metal was qm=O±e
the latter corresponding to electric fields of about ±5x107 V/cm. Net charge in
aqueous phase fixed at qAq=-qm The st2 water model and parameters for lithium
iodide were used in the calculations. The temperature was 290K. The fast
multipole method for long range coulomb interactions was used to calculate all
electrical forces. This is the first application of molecular dynamics combined
with the fast multipole method to study properties of electric double layers at a
metal surface.

INTRODUCTION
This paper describes exploratory molecular dynamics simulations of electric double layers
composed of water and monovalent ions adjacent to a metal surface modeled by a Lennard-Jones
9-3 potential and an image potential. The goal of this work was not to describe a particular
electrochemical system in great detail, rather it was to determine whether a broad range of
double layer phenomena (1, 2) were accessible to simulation using simple models based on the
parameters that described bulk properties. For this reason we did not seek to model any par-
ticular metal surface, but rather chose only to imbue our model with minimum characteristics
of a metal. In choosing ions we selected for known extremes of behaviour. Lithium ion was
chosen because it is strongly hydrated and does not normally contact adsorb (same as physisorb)
on noble metal electrodes (I). Consequently lithium ion is expected to be confined to the diffuse
part of any electric double layer that forms. Iodide was chosen because it does contact adsorb
and could participate in any compact layer that formed next to the electrode. These attributes
of the st2 model Li and I ions were demonstrated by Glosli and Philpott (3, 4) for charged
dielectric electrodes. In calculations with ions adjacent to metals electrostatic interactions can



be large and long ranged due to the large dipole constituted by the ion and its image. Conse-
quently when large scale interfacial structures organize in ionic systems it is imperative that the
I'electrostatics' be calculated efficiently and with sufficient accuracy. For this reason we use the
fast multipole method (fmm) of Greengard and Rokhlin (5), described briefly in a companion
paper (6), to calculate the electrostatic interactions thereby avoiding the use of cut-offs, reaction
fields and the like.

What is remarkable about the results of the calculations reported here is that systems with a few
independent ions display the richness of features found experimentally. Beyond the scope of this
present report is an in depth study of concentration effects. We describe only some preliminary
work on effects accompanying an increase in electrolyte concentration. This section is con-
cluded with a brief summary of previous studies in this area. There have been simulations of
films of pure water between uncharged dielectric walls (3, 7-9), and charged dielectric walls
(3, 4, 10, 11). Some of this work is noteworthy because of a predicted phase transition
(10, 11). There have been numerous reports for uncharged metal walls (12-16), (17-20), in-
cluding one for jellium (18) and several for corrugated platinum surfaces (15-17, 19, 20) pre-
dicting water at on top sites oxygen down on Pt(l 11) and Pt(l00). There have also been some
for electrolyte solutions between uncharged and charged dielectric walls (3, 4, 21, 22) empha-
sizing spatial distributions and hydration shell structure. There have been studies for electrolytes
between uncharged metal walls (15, 23, 24). The work of Rose and Benjamin (24) is partic-
ularly interesting because umbrella sampling was used to calculate the free energy of adsorption.
Finally we mention the studies of water between charged metal walls (25), and electrolytes be-
tween charged metal walls (25). In a lot but not all of this work the long range coulomb inter-
actions were treated in an approximate way. The exceptions relied on the Ewald method or some
modification. However the question of full image inclusion and the shape of the containing
boundary has to be resolved even in some of these studies. Spherical boundaries are not ap-
propriate for systems with a slab geometry. For the slab one has to perform the conditionally
convergent Coulomb sums in a manifestly plane wise fashion (26). This is a old problem that
has occurred in other areas of physics in connection with long range electromagnetic fields inside
samples of arbitrary shape. It will not be discussed further here.

THE MODEL
The immersed electrode was modelled as follows. Integral charge in the aqueous phase q Aq1
was exactly balanced by charge on the metal qm. This is an essential constraint of our immersed
electrode model. The advantage of the model is we have less than half the number of water
molecules needed to simulate a system with two metal electrodes. The metal was -represented
by two linearly superimposed potentials. Pauli repulsion and dispersive attractive interactions
were represented by a 9-3 potential, and the interaction with the conduction electrons by an
image potential. In the calculations described here the image plane and origin plane of the 9-3
potential were coincident. This was tantamount to choosing the image plane and the nuclear
plane of the metal surface to be coincident. This was acceptable in our scheme because the
Lennard-Jones core parameters a are all large and the 'thickness' of the repulsive wall is also
large (ca. 0.247 nm). On the other side of the simulation cell the electrolyte solution was con-
strained by the 9-3 potential of the second bounding surface (1.862 nm from the image plane
of the metal). We refer to the second surface as a dielectric surface, it's main role was to limit
the extent of the fluid phase and thereby make the calculations tractable. The simulation cell



was a cube with edge 1.862nm. It was periodically replicated in the xy directions parallel to the
electrode surface plane. In summary of whats right with the model can be listed briefly. Long
range coulomb interactions were included in essentially an exact way since all images generated
by the metal surface were counted. The average 'mean field' molecular polarizabilities that get
bulk properties right were included in the parameters defining the water model. Important ef-
fects omitted in this treatment: metal surface topology especially different sites, molecular
polarizabilities, and molecular distortions.

In all the calculations reported here we use the parameters of the Stillinger (27, 28) st2 water
model and the interaction parameters with Li and I ions developed by Heinzinger and coworkers
(29). The st2 water molecule model consists of a central oxygen atom (0-st2 or 0 for short)
surrounded by two hydrogen atoms (H._st2 or H for short) and two massless point charges
(PC st2 or PC for short) in a rigid tetrahedral arrangement (bond angle = cos-1(1/-3-) ). The
0-H and O-PC bond lengths were 0.10 nm and 0.08 nm respectively. The only Lennard-Jones
'atom' in st2 model is the oxygen atom. The hydrogen H_st2 and point charges PCst2 interact
with their surroundings (i.e. other atoms and surfaces) only via Coulomb interactions. Their
charges are q,=0.2 35701el and qp,=-qH. The 0 atom has zero charge. The Li and and I ions
were treated as non-polarizable Lennard-Jones atoms with point mass and charge. The atom-
atom interaction parameters are taken from Heinzinger's review (29). The (c,o) pairs are
(0.3164, 0.3100), (0.1490, 0.2370) and (0.4080, 0.5400) for 0 st2, Li ion and I ion respectively.
The units are c in Id/mole and Y in nm. The usual combining rules were enforced for unlike
species, namely: EA = (EmERB)• and uA = ½(GaA + G28). The switching function interval ends
R' and R, all vanish except for st2/st2 pairs, where R'--0.20160 nm and Rr'--0.31287 nm.

The atom-surface interaction parameters were those used by Lee at a] (7), A=17.447x1 0-6

kJ(nm)6/mole and B=76.144x 103 kJ(nm)3/mole for 0, 1 ion and Li ion. The A and B parameters
for H_st2 and PC-st2 were set to zero. The potential corresponding to these parameters describe
a graphite-like surface. The Coulomb interaction between molecules was represented as sum
of lhr interactions between atomic point charges. These interactions were softened for small
molecular separation in the established manner (7) by a switching function S . As already
mentioned the short range part of the intermolecular interaction was modeled by Lennard-Jones
potential between the atoms of each molecule. All molecule-molecule Lennard-Jones type
interactions were cut-off in a smooth fashion at a molecular separation R = 0.68 nm by a trun-
cation function T. The atoms of each molecule also interacted with the surfaces at z = + 4 where
z, = 0.931 rim. Both surfaces were treated as flat featureless plates with a uniform electric
charge density of a on the metal plate at + z,. This gave rise to a uniform electric field,
E = 47tKo, in the z-direction where



K the electrostatic coupling constant had the value 138.936 kJ.nm/(mole.e 2 ) in the units used
in this calculation. Recall total charge on the electrode was qM/e --0, +1. The complete inter-
action energy U is,

•=_•__ "[ U)- 12 (Yap )6 ] j ) Kqaqo

fK Sqq[j R] + 4-(r " rcap r +

9 A ' BaA B 1C
, [ qEzz + ( (Za+zo) (z- z) (za- +o)

3

where i and j were molecular indices, and, a and 0 were atomic indices. The symbol Ai repres-
ented the set of all atoms of molecular i. The symbol Rj was the distance between the center
of mass of molecules i and j. The symbol r.# was the distance between atoms cc and P. For small
R we followed the practice of modifying the the coulomb energy between st2 molecules and ions
by the switching function S(R, RL, RL1) given by,

[0 R<RL

S(R, RL, RU) (R -RL)( 3R 2R -RL<R<Ru [2]
((RU -RL) R3<R

I R < R

The values of RL and Ru were dependent on the types of the molecular species that were inter-
acting.

As mentioned above the tails of the Lennard-Jones pair interactions were cut off by the trun-
cation function T. The form of T was given by,

T
I )n R<RL

T(R) T ( ( R-R[ ) [3]

0 R <R

The same truncation function has been applied to all non Coulombic molecular interactions, with
RL=0.63 nm and R,-=0.68 nm. The integers m and n controlled the smoothness of the truncation
function at Rr and Rr respectively. In this calculation n = m = 2 which insured that energy was
smooth up to first spatial derivatives.

Bond lengths and angles were explicitly constrained by a quatemion formulation of the rigid
body equations of motion (30). The equations of motion were expressed as a set of first order
differential equations and a fourth order multi-step numerical scheme with a 2 fs time step was
used in the integration. At each time step a small scaling correction was made to the quatemions
and velocities to correct for global drift. Also the global center of mass velocities in the x and
y directions was set to zero at each time step by shifting the molecular translational velocities.



ELECTRODES IMMERSED IN ELECTROLYTE
This section describes briefly our studies of the immersed electrode using the model described
in the last section. In the absence of ions 158 water molecules corresponded to about 4.5 layers
of water. The layer was not complete in the sense that in the Lee model (7) the 216 water
molecules organized roughly into six layers. Most of the simulations were run for 100 ps to
anneal the film and then for a further 900 ps to gather configurations used in the construction
of the density profiles shown in the figures. The density plots in Figures 1 and 2 used con-
figurations stored every 1.0 ps. The density plots in Figures 3 to 6 used configurations stored
every 0.5 ps.

158 st2 Waters. Immersed Metal Electrode
Uncharged Electrode. Figure 1 displays water component (molecule center of mass H20, proton
H_st2, and point charge PC _st2) density profiles p(z) for 158 st2 water molecules averaged in
the xy plane with a bin size of 0.005 nm. The simulation time was 0.9 ns with configurations
stored every I ps. There are four clearly visible peaks in Hst2, PC_st2 and H20, with some
'pile up' at the walls. Compared to the previous calculations of Glosli and Philpott (3, 4) the
presence of the metal's image plane has almost no effect on the densities. The charge density
shows weak positive deviations from zero at the boundaries due to the longer length of the 0-H
bond (0.1 nm) compared to the O-PC bond (0.08 nm). Qualitatively this appears little different
from the two dielectric surface (3) result.

Anodically Charged Electrode. The results for field on resemble those published earlier for 216
st2 water molecules (3) in a weaker field of 2x I10 V/cm (equivalent to 0.11 e/(nm) 2). In the
current simulation the field is about three times stronger and the film effectively 0.3 nm thinner.
Figure 2 shows the density profiles for a field that repelled protons away from the metal. Notice
that there is an overall loss in structure in the water density, which appeared distinctly flatter than
the corresponding profile in zero field (compare Figure 1). There was a distinct peak at the
dielectric surface for H_st2 atoms that caused the left hand peak in the charge density. There
was about 1.7e of charge in this peak and about -0.5e units in the adjacent negative going peak
due to PCatoms in the the first layer of water at the dielectric electrode. This negative charge
comes from the main peak in the PCdensity profile at -0.65 nm. At the metal electrode the
oscillation in the charge density was less pronounced but qualitatively the same. The minimum
at 0.75 nm was due to the distinct shoulder in the PC atom density and the peak at 0.6 nm was
due to main peak in the H atom density at about 0.6 nm (see Figure 2).

In agreement with the earlier study, we see in the charge density a region that over compensated
the charge next to the surface followed immediately by a layer of charge of opposite sign that
in turn partially compensated the first. These layers were closer together than the diameter of
a water molecule and were due to closer packing of water molecules at the surface. This packing
was the result of partial breaking of H-bonds by the applied electric field and 9-3 surface field.



F and 157 Waters. Compact Layer on an Anodically Charged Metal
Iodide represents one extreme case of adsorption. Experimentally iodide is known to contact
adsorb, in contrast to hydrated lithium ion which does not. The simulation cell contained one
iodide ion and 157 st2 water molecules. In this simulation the field across the system was an
attractive field for anions equivalent to that generated by -1 unit of electronic charge smeared
uniformly over the z-=+0.931I nm plane. Figure 3 shows density profiles for all the components
of the system as a function of distance across the gap. The bin size used in accumulating the
densities was approximately 0.005 nm.

The high field behaviour of one iodide ion in 157 waters was found to be similar to that found
previously for iodide in Li! and 214 waters between charged dielectric electrodes (3, 4). Bas-
ically the iodide distribution here consisted of one sharp peak indicating that the ion spends al-
most all its time at the repulsive wall boundary of the metal, and this high field behaved like a
strong contact adsorber. The narrowness of the distribution indicated that only short time ex-
cursions were made away from the surface. Figure 3 shows it to be rarely removed more than
0.1 nrn from contact. The anion density profile was sharply peaked at z =0.700 nm very close
to the beginning of the repulsive wall at 0.684 nm. The point of closest approach was about
0.74 nm, and that farthest retreat was about 0.65 nim. In the charge density profile the iodide
contributed a sharp negative peak on top of a rather broad negative density region centered
around 0.72 nm due to the PC atoms of the first layer of water. We discuss this water layer next.

There was significant structure in water, H and PC densities near the metal boundary. The water
density displayed four pronounced maxima and one minimum (see Figure 3): narrow peak at
-0.67 nm due to water pile up at the dielectric boundary, a broad peak at 0.28 rim followed by
an equally broad minimum at 0.43 nm likely due to water exclusion from the vicinity of iodide
due to if s size, a peak at 0.56 nmn due to 'non oriented surface water' and a sharp peak at 0.66
nmr due to highly oriented surface water with one PC atom pointed directly at the metal.

This last feature must along with the sharp iodide peak be considered a key feature of the inner
region of the double layer. The strongly oriented layer of surface water one molecule thick
occurred when the applied field and anion and image field reinforced. The two peaks at z=
0.74 and 0.63 nm (8z = 0. 11 nm) in the PC density arose from the negative charge on the same
molecule, one pointing directly at the metal and the other away at the tetrahedral angle. The
surface peak in the H density at 0.62 nm was approximately twice the area (over background)
but at same position, clearly indicating that it belonged to the same highly oriented surface layer.

The PC density as mentioned already had two components near the surface. The peak at 0.74
nm contributed approximately -1 .51e1 to the total negative charge (about -2.51e1) in the large
negative peak in the total charge density at 0.70 nm. Between -.0.6 nm and 0.4 nm the H and
PC densities are computed to be almost identical, so that this region was always neutral.
Comparing the charge densities of pure water and this system we see that the presence of the
ion and it's image created extensive polarization of the water. The metal boundary showed
strong polar regions with alternating sign extending to out z = 0.2 nm as a result of water
structure resulting from shielding of the fields of the charged electrode, adsorbed iodide ion, and
the first layer of oriented water.



Li' and 157 waters. Diffuse Layer on a Cathodically Charged Metal
Figure 4 shows density profiles of the single lithium ion (normalized to unity), 157 waters, H
and PC components, and the charge density across the system with a bin size of 0.005 nm. The
density plots in this Figure used configurations from 100 PS to 1000 ps, stored every 0.5 ps.
In this simulation the field was reversed, the charge on the metal being -l.Olel, so that the posi-
tive ion was attracted to the metal on the right side of the figure. First thing to notice is the over
all similarity to Figure 3 in the water, H and PC profiles except that the profiles for H and PC
are reversed in the case of Li compared to I due to change in field direction. This means that
there was a highly oriented layer of surface water with protons H pointing directly at the metal.
This reversal was of course quite consistent given the reversal in the field and the fact that the
direction of ion field and that of it's image were also reversed. The peak heights were larger in
the present case for three reasons. First the protons H_st2 could get closer to the image plane
than in the case of PC_st2 because 0_H bond was longer. Second the field of the Li ion and
its image was spread over a larger area of the electrode because it is located further from the
electrode. Third the Li ions primary hydration shell penetrates to the wall and contributes lo-
calized water to the distributions.

The density profile for Li defines a bimodal diffuse region between -5.5 and 5.5 nm with a
minimum at 0.15 nm. Throughout this region the total charge was mostly zero. The distance
of closest approach to the hard wall of the metal was approximately 0. 13 nm or the radius of a
water molecule. At this extremumn the primary hydration shell of the lithium ion has to be mixed
in with the highly oriented layer of water at the surface. The positive ion felt the influence of
its image and was 'splayed' against the hard wall thereby affording a further reduction in the
distance of approach to less than O.50yLi-i-o). Glosli and Philpott (3, 4) have discussed the
adsorption of hydrated ions and their possible distances of approach. At the minimum of the
bimodal Li ion distribution the distance from the hard wall was approximately 0.54 nmn, which
should be compared with 0.60 nm the distance corresponding to separation from the wall by two
water molecules. The interpretation of the Li distribution now seems clear. The peak between
-0.55 and 0.15 nm is most likely a diffuse layer component w 'ith distance of closest approach
being the outer Helmholtz plane, whilst the somewhat weaker diffuse-like component closer to
the metal represents the smaller statistical probability of penetrating past the outer plane into the
inner layer. This latter process depends strongly on the exact nature of the forces acting at the
surface (crystal plane sites, size of the ion, etc.) and in some experimental systems and might
well be absent altogether. What is important here is the idea that nominally diffuse layer ions
can penetrate the outer plane and comingle with inner layer species. As mentioned already the
ability of an ion to do this will depend critically on double layer structure and topography of the
electrode surface.



Li', I- and 156 Waters. Weakly Oriented Water at the PZC
In this simulation the applied field was zero so there was no charge on the metal electrode. In
some ways this case mimics the potential of zero charge (pzc). The main electrostatic fields are
now amongst the charges making up the ions and water and their images in the metal surface
at z = 0.931 nm. Figure 5 displays the density profiles for water, protons H st2, point charges
PC_st2, each ions and the total charge density as a function of position across the film.

Some of the features were similar to those discussed already. Emphasize here is on major points
of difference. The surface electric fields due to ions and their images were weaker since there
was no net applied field and the image fields of the ions tend to cancel on the average. We note
first of all that all the water related densities were flatter across the whole film, the H and PC
surface peaks appear only as shoulders, just as in the case already examined of water in zero
field. This means that first layer of water was not well oriented as in the previous two examples.
This is of course consistent with the experimental finding that at the pzc water is less well bound.
Consistent with this conclusion was the observation that the charge density was positive at the
extreme edge of the film. This is consistent with the known result for water without ions (3)
and the charge profile displayed in Figure 1.

Note that the iodide density has a tail not present in any of the simulations with non-zero fields,
that overlaps the tail of the Li ion distribution. This was a new feature that signals the possible
formation of temporary ion pairs in the double layer. In this case the contact adsorbed ion at-
tracted compensating ion of opposite sign from out of the diffuse layer. In the present case the
separation between iodide peak and nearest Li peak was approximately 0.55 nm. This would
seem to rule out an ion pair configured with nuclei along the surface normal with interposed
water molecule from the primary solvation shell of the cation. This configuration would require
a separation of 0.7 nm for all centers to be colinear.

That this interaction could locally alter the diffuse layer can be seen by comparing the diffuse
regions of Li ion in Figure 4 with that shown in Figure 5. The idea of altering the position of
the outer plane to change the field across the inner layer has been proposed many times. We
cite only one example from our own experimental work (31). References to the work of Bewick
can be found there. Clearly this phenomenon could be studied further even with the primitive
model used here.

The minimum in the bimodal Li ion distribution was at approximately -0.1 nm. At this position
the Li ion was separated from the hard wall by 0.784 nm, much more than two water molecules.
At the pzc the Li ion was not bound by a charge originating on the metal. It was bound by the
field of the contact adsorbed species and its image. Since this was a dipole field the attraction
between the iodide and lithium ions was weak. The Li ion in the density between -0.55 and
-0.10 nm may be metastable and may well displace to larger separations if the water film were
thicker.



Li+, two Y and 155 waters. Diffuse and Compact Layers
In this simulation there was a field of approximately 5x I07 V/cm attracting negative ions to the
metal. Figure 6 displays the density profiles for all components of the system and the charge
density. The simulation time was 1000 ps with the first 100 ps discarded for equilibration,
configurations were stored every 0.5 ps.

Note that both iodide ions were adsorbed in a sharply peaked distribution that resembled the
single adsorbed iodide distribution in Figure 3 than the iodide distribution with the tail seen in
Figure 5 of the last section. The single Li ion occupies a (possibly weakly bimodal) diffuse-like
distribution between -0.6 nm and 0.3 nm. At large negative z this distribution has a gradually
fall off that would be expected for an electrostatically bound species. In contrast the tail of Li
ion in Figure 4 drops quickly suggesting it was modified by the presence of the confining
dielectric wall. On the positive side the main component of the distribution ends at 0.05 nim.
This latter position was 0.63 nm from the hard wall, and was roughly at the same place for the
outer plane of Figure 4. The region between 0.05 and 0.3 nm defines, as in Figure 4, the region
of greatly reduced probability of penetrating into inner layer and contacting the adsorbed iodide
ions.

It was noticeable that the water structure near the metal surface was less well defined than for
either a single iodide or a single lithium ion. The reason for this was another new effect, water
displacement from the interface as large ions contact adsorb. There was less water to orient next
to the metal, and the density profiles mirror this fact.

CONCLUSIONS
In the introduction the question was could the behaviour of molecules and ions near a metal
surface be qualitatively modeled with bulk parameters. Broadly speaking the answer appears
to be yes. This means that the range of phenomena predicted is consistent with experimental
observation. It does -not mean that in any specific case we can model detailed behaviour. We
have shown how a simple model suffices to reproduce many phenomena familiar from exper-
iments on electric double layers at the electrolyte-metal interface. A key tool was the use of the
fast multipole method to accurately and efficiently calculate coulomb interactions so that long
range electric fields were computed correctly. This is very important for polar systems. The
phenomena described included: contact adsorption of large ions on metals driven by image
interactions, diffuse layers of strongly hydrated species, an oriented boundary layer of water next
to the electrode when it is charged, relatively poorly oriented water next to uncharged electrode,
and a zone of overlap between ions of opposite sign again when the electrode is not charged.

Finally we point out that these calculations suggest that modelling the electrochemical interface
can be readily extended to such diverse systems as: nanosized structures, microelectrodes, and
polymer coated electrodes. A more detailed analysis of phenomena such as these will be pre-
sented elsewhere.
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Figure 1. Water in zero field. Density profiles for 158 st2 water molecules adjacent to uncharged
metal electrode on right side. Left side confining boundary is a dielectric surface with no image
field. Gap between surfaces is Az = 1.862 nm.
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Figure 2. Water in field of 5x107 V/cm. Density profiles for 158 st2 water molecules adjacent
to charged metal electrode on right side. Right confining boundary is a dielectric surface with
no image field. Gap between surfaces is Az = 1.862 nm.
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AIBSTRACT

Constant temperature molecular dynamics has been used to simulate the adsorption of hy-
drated halide ions X- = F, ClI, Br- and I, and lithium ion Li+ on a flat uniformly charged
surfaces. The simulations were done with either 214 water molecules and two ions (Li+ and
X-) in a box 2.362 nm deep or with 430 water molecules and the two ions in a box 4.320
nm deep. The boxes were periodically replicated in the xy directions. The magnitude of tie
surface charge on tile box ends was =L-0.11 e/(nm) 2, corresponding to an electric field of 2
xl0 7 V/cm. The lateral dimensions of tile simulation cell were 1.862 nm x 1.862 nmn (x x
y) in each case. All of the water molecules and ions interacted with the end walls via a weak
9 - 3 potential. The ST2 water model and parameters optimized for alkali halides interacting
with the model ST2 water molecule were used in the calculations. Common practices of
truncating the interactions at a finite distance (0.82 nm) and switching off Coulomb inter-
actions at small distances were followed. T'he temperature was set at T = 2.411 k.l/mole (290
K).

Some of the properties calculated were: distribution density profiles for ions and water across
the gap important for comparisons with Gouy-Chapman theory, adsorbed ion - water pair
correlation functions, the number of water molecules in the first and second hydration shells
of the ions as a function of time. The time spent by a water molecule in the hydration shell
was calculated to be approximately ten times longer for lithium than any other ion. The
correlation between distance from the electrode and hydration number was studied and gen-
erally found to be pronounced for the larger anions. Comparison of tile dynamics of the
common ion Li+ for different anions revealed the subtle influence of a transcell interaction
in the 2.362 nm thick film.

In the given field the smallest ions Li" and F- remained fully solvated at all times. Chloride
behaved quite differently. Part of the time this ion was far enough away from the electrode
to be fully hydrated and part of tile time it was in physical contact (ie., physisorbed) on the
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coordinates of ions, time (lcpendence of ion hydration numbers, tine averaged dis-

tribution of ions and water across the electrolyte film, and the ion-water pair corre-

lation functions. Thc first property showed that thc transition to contract adsorption

first occurs for CI in the given electric field. The second showed how solvation shells

were affected as the adsorbed ions jittered back and forth under opposing influences

of thermal forces and the combined attraction of the electric and wall Forces.

All the frequently used water models (ST2, TII'S and SI'CI.:I) (7-9), have parameters

optimized to bulk properties. Consequently none may be adequate to describe

quantitatively a water molecule outside a mean field approximation to it's bulk envi-

ronment. Our strategy to side step this difficulty is to perform calculations on a series

of related ions in the expectation that by considering a series with the same charge

and a graduated property like radius, the water-ion-wall interactions will span the

experimental range of phenomena observed as ions approach a charged surface. The

presence of the Lif counter ion in all the calculations provides a useful sanity check

against pathological conditions that might arise due to the assumptions like finite

cut-off of long range interactions. With the exception of Xe-Pt(l I ) system (10) there

are no well proven or tested molecule- or ion-surface potentials. Consequently we

are currently unable to connect directly with either ex situ measurements

e.g., I- on Pt(I 11) or CI on Ag(100) performed by transferring emersed electrodes

into UHIV (11) or in situ surface crystallographic measurements like Sexafs and Xanes

of under potentially deposited (upd) metals (12, 13).

In one respect the model used here was simpler than the set of assumptions consti-

tuting the standard model (2) of ionic adsorption on metal electrodes. In our model

all species were attracted to the electrodes by the same 'wall' potential. This potential

and the static electric field were not subject to the 0.82 nm cut-off applied to all the

intermolecular interactions.



I.INTRODUCTION

In a previous paper (1), constant cncrgy molecular dynamics simulations of the

adsorption lithium and iodide ions from aqueous solution onto charged surlices were

described. This paper continues this study with an investigation of the halide series

(fluoride, chloride, bromide, and iodide) characterized by increasing ionic radius and

decreasing hydration enthalpies, adsorbed on an idcalize(d flat charged surface situated

at the ends of a box replicated periodically in the lateral (xy) directions.

Capacitance, chronocoulombic, spectroscopic and ellipsometric measurements of ions

adsorbed at electrochmcical interfaces have long been interpreted using a standardized

model (2-4). It has been shown that the larger ions adsorb with at least partial loss

of the inner solvation shell. For metal electrodes this process is called contact

adsorption, and on some noble metals a series has been determined in which higher

members displace lower ones from the surface (2, 5). A fuller discussion was given

in the first paper (I). It is a goal of this paper to understand more about the tran-

sition from adsorbed but fully solvated ion to adsorbed ion in physical contact with

the surface when there is a static electric field attracting the ion to the surface. We

tacitly assume this local property of the ions is not greatly affected by gross

misshandling of the long range electrostatic fields of the interface through the appli-

cation of the cut-off. The field chosen is at the upper end of fields in

thermodynamically stable double layers. In weaker fields the average position of the

ion was closer to film center (6). We show how essential features of the contacting

process can be modeled with a system consisting of two ions and 214 water molecules

sandwiched between charged nonmetallic plates 2.362 nm apart. More elaborate cal-

culations with 430 waters, two ions and plates 4.320 nm apart were performed to

check for transcell interactions between adsorbed ions. Such interactions were indeed

found. The study revealed new features about the way the adsorption process pro-

ceeds. Properties calculated and reported here include: time dependence of the z
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electrode with no water molecules interposed betwcen it and the electrode. Bromide favoured
contact adsorption over full hydration most of the time. todide was observed to be contact
adsorbed almost all of the time. Thcsc simulations provide new insights on the behavior of
strongly hydrated ions at surfaces and how the transition fiom non-contact to .'contact'
adsorption occurs.
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The S'2 parameters describing lithium and to a lesser extent fluoride are suspect

because in the case of lithium ion the hydration enthalpy calculated is too large

compared to experiment (14-16). It is possible that the adsorption of the smallest ions
1.i + and F as fully hydrated species in the 2x10 7 V/cm field could be artifacts due

to the exaggerated hydration enthalpy. However this argument does not affect our

general conclusions if only because the applied static field used is at the upper end

of fields encountered in electrochemical double layers and if more realistic model pa-

rameters had weaker hydration interactions there would still be fields where the small

ions would adsorb fully hydrated. In weaker fields than the one used in this paper

the ions relax towards film center (6). We will discuss the effect this could have on

the interpretation of the calculations more fully in a later section.

Another point of concern is the electrical discharge of contact adsorbed ions. In the

older papers and text books (2, 17) halide adsorption is treated as a physisorption

phenomenon. However there is exceptionaly good experimental evidence that argues

strongly that this is far too simplistic a picture. After contact adsorption a large

polarizable ions like iodide on metals Au and Pt can 'discharge' and become

chemisorbed (11, 18-21). Discharge of ions and the formation of chemisorbed species

is outside the scope of the classical molecular dynamics scheme used here.

tains its full charge.

We close this section with a brief review of recent Ml) calculations in the general

area of solid - aqueous interfaces. In a very early study, the Mainz group (22, 23),

followed the evolution of eight Lil and 200 water molecules between l.ennard - Jones

walls for 10 and 20 ps. They were only able to calculate short time correlation

functions and not the adsorption process which required a longer simulation than they

were able to do at the time. Rose and Benjamin (24) have described MI) simulations

of a single Na and a single CU- ion in a slab of 512 waters (flexible SPC model

(25), ) between two Pt(100) surfaces. The geometry and potentials were those devised
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by Ileinzinger and coworkers (26, 27). For Pt(lO0) the first monolayer of water was

strongly bound. A result of significance was the calculation of the I lclmholtz free

energy of adsorption in zero electric field. The anion was more strongly bound than

the cation. More recently Seitz-Bcywl ct al (28) have studied hydration of Li + and

I- separately in three layers of water at the Pt surface. They used the flexible water

model of Bopp et al (29), in a simulation lasting 7.5 ps. Thc work reported here is

complementary to that cited and described above.

There is also continuing interest in thin films of water and electrolytes in connection

with a possible phase transition (30, 31), vibrational relaxation dynamics, hydrogen

bond formation dynamics (32, 33), and the interaction of water with metals treated

as jellium half spaces (34).

This paper is arranged as follows. Section 11 describes the models used for ions and

water and details of computation. Sections III through VII describe the results for

the halide ions, and the last section summarizes the main results and conclusions for

this series of simulations.
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I1. THE MODEL

In the calculations described here we usc the water model originally devised by

Stillinger (7, 35), and commonly referred to as the ST2 model. Although this model

required more computer time because it contains four charged and one uncharged

point particles, this draw back is more than compensated by the extensive set of

Lennard-Jones parameters for use with all the alkali metal cations and halide anions.

These parameters were developed in a series of molecular dynamics calculations by

Hcinzingcr and Spohr (26, 27).

Interaction Energy

The Coulomb interaction between molecules was represented as sum of lhr inter-

actions between atomic point charges. These interactions were sofien for small mo-

lecular separation by a switching function S(R) . This switching function was

introduced by Stillinger (7), and was clearly (locumented by Steinhauser (35). The

short range part of the intermolecular interaction was modeled by Lennard-Jones

potential between the atoms of each molecule. All molecule-molecule interactions

(both lhr and Lennard-Jones potentials) were cut-off in a smooth fashion at molecular

separation R = 0.82 nm by a truncation function 7(R) . The atoms of each molecule

also interacted with surfaces at z = + z. . Both surfaces were treated as flat featureless

plates with a uniform electric charge density of + a and - a on the - z. and + z.

plates respectively. This gave rise to a uniform electric field, E= 4irKa in the positive

z-direction where the electrostatic coupling constant K had the value 138.936

KJ.nm/(moleo e2) in the units used in this calculation. Non Coulombic interactions

between the walls and all the atoms were representcd by the 9-3 potential (wall po-

tential) introduced by Lee et al (36). The complctc interaction energy U is,
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fKq1q S(' R , RY) + 4c, _ (,a Ai

• <I (1)

A___ I3• )+(1
+( Z + z o)9  (z + z )1( - (-

where i and j were molecular indices, and, ix and /f were atomic indices. I lere A1 was

the set of all atoms of molecule i , R,- was the distance between the center of mass

of molecules i and j, and The symbol r•; was the distance between atoms a and fi.

For small R the Coulomb energy was modified by the switching function

S(R, R,., Ru) given by,

0 R<R1 .

S(R, RL, Ru ( R - RL) 2( 3R,- 2R - RL)

S(R,-RRR,)) RL<R<RU (2)

1 ~ Rj < R

The values of RL and Ru were dependent on the types of the molecular species that

were interacting.

As mentioned above the tails of Coulomb and Lennard-Jones pair interactions were

cut off by the truncation function T(R). The form of T(R) was given by,
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R -< R•

T()- < R< R, 7'3)R 7.
T(R) = 1 - (\IU-') ) ;' R<"3

U -L

R' < R

The same truncation function was applied to all molecular interactions, with

R'=0.779 nm and Rr=0.820 nm. The integers in and it controlled the smoothness

of the truncation function at R[ and R' respectively. In these calculations n = in = 2

which insured that the energy had smooth first spatial derivatives.

Equations of motion

All molecules, in this study, were considered as a rigid collection of point atoms. That

is all bond lengths and angles within a molecule were fixed. To evolve a collection

of these molecules a quaternion formulation of the rigid body equations of motion

was used (37). The center of mass position (Re) and velocity (V,) was used to describe

the translational degrees of freedoms of molecule i. The orientational motion of the

molecule was described by the quaternion q, = (qr, q', q?, q?) and the rotational velocity

(w9O;), as measured in the body frame of the molecule. The one exception to this was

for monatomic molecules, in which case the orientational degrees of fireedom were not

needed.

The discussion of the equations of motion begin by considering the potential energy

U. From equation 1, it can be seen that the potential energy can be treated as a

scalar function of the variables (R ,..., Rx; r1,..., r,), where N is the number of molecules

and n is the number of atoms in the entire system.

U= U(RI,..., RN; rI,..., r,,) (4)
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Of course not all these variables arc independent. I lowcver for the purposes of the

following two definitions they are treated as independent variables.

fl.: Vr..U, Fi =- Vj?,U . (5)

The total force FT and torque ri, can be expressed in terms of f, and F, as

ac Ai aeAi

The translational motion of the molecule is described by the first order ordinary dif-

ferential equation,

dRf 'V
V1 M Fj'(7)

di ddi

For the rotational motion it is convenient to work in the body axis of the molecule,

where the moment of inertia 7, is diagonal and time independent. It is useful to define

the operator Q,

1 2 3
q-7 -qi - qi

0 3 2
A q-- q qj

91 3 0 (8)
qi q, - q1

2 ! 0
q, q, qO

and the body frame rotational force

R b b "b b
F; ýir, &jix (1wj).(9)

Using these quantities above, the following first order ordinary dif'erential equations

can be written to describe the rotational motion
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dq b b , Id R
h~1 =F. (10)

dt di

This set of equations conserve the total energy for time independent potentials (U)

A constant temperature ensemble may be simulated by introducing a velocity de-

pendent term in the acceleration terms to constrain the total kinetic energy. The

constant temperature equations of motion arc written as,
dRj

d j£ M1  F'- VyV-
di di

dqi A b A bdw R

Q i(ih) d- = F -ywo. (1 )

= (Z"YI + owi F .)1(2K)

This choice of y ensures that the total kinetic energy of the systems is constant.

Model for water molecules and ions.

In the ST2 model the water molecule consisted of a central oxygen atom (0S'f2)

surrounded by two hydrogen atoms (IIST2) and two massless point charges

(PCST2) in a rigid tetrahedral arrangement (bond angle = cos-'(i/,1Y) ). The

O_ST2/HST2 and O_ST2/PCST2 bond lengths were 0.10 nm and 0.08 nm respec-

tively. The oxygen atom was the only Lennard-Jones 'atom' in ST2 water. The

hydrogen and point charges interacted with their surroundings (i.e. atoms and sur-

faces) by Coulomb interactions only. The ions were treated as non polarizable

Lennard-Jones 'atom' with point mass and charge.

Interaction Parameters.

The atom-atom and atom-surface interaction parameters are given in Table 1. These

parameters are taken from work of Ilcinzingcr and Spohr (26, 27). The combining
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rules for unlike species were: AIR= (AAr.)", aAR= Y2(AiA + a4rm).. The switching func-

tion interval ends RM and RK all vanish except for ST2/S'T'2 pairs, where

R"'-"=0.20160 nrm and R' -=0.31287 nim.

Simulation details

The systems considered had either 216 or 432 molecules and ions. In the main set

of simulations a system of 214 water ST2 molecules, one Li ion and one halide ion

were studied. For all systems the molecules were 'confined to a rectangular simulation

box with dimensions .. 862 nin x 1.862 nm x2.362 nim ( x x y x z) and periodic

boundary conditions in the x and y directions. In the calculations with 432 molecules

the simulation box had the same x and y dimensions and was 4.230 nm thick in the

z direction. Initially the molecules were randomly disposed on a cubic lattice with

lattice parameter 0.31 nm. The equations of motion were integrated by a fourth order

multi-step numerical scheme with a 2 fs time step. With this scheme the time step

to time step rms fluctuation of quaternions length and energy/temperature was about

0.0002% and 0.0009%/0.002% respectively. Though small, these changes could lead

to global drift, so at each time step a small scaling correction was made to the

quaternions and velocities. Also the global center of mass velocities in the x and y

directions was set to zero at each time step by shifting the molecular translational

velocities

All calculations were performed on an IBM RS/6000 model 540 operating at 16

Mflop. For the simulations involving 432 molecules and ions a 100 ps simulation

with 2 fs time step took approximately 25 hours.

Ion-water pair correlation functions.

The ion - water pair correlation functions for all the ions were calculated in the

manner described in the first paper (1). Figure I shows the result for all the ions

studied in this paper, the distribution including only water molecules in a cone with



half angle 600 pointing into the bulk with axis parallel to thle z axis. For chloride,

bromide, and iodide the second peak appeared identical. The third peak in the figure

contained a narrow minimum at 0.8 nm. This is indicated by the arrows in Figure

1. This feature was due to the seam in the water distribution due to the truncation

of all interactions between 0.779 and 0.820 nin (see Eqn.3).

Cross correlation values.

The correlation between two variable v and iv was tested by evaluating the cross

correlation factor I?,

<VW> - <V> <W> (12)

-(<VV> ww> - <,>2)

where <4) > denote the average of 4) . If v and w are completely uncorrelated, /l

vanishes and if v and w are highly correlated, the magnitude of fl will be close to one.

The cross correlation factor was used to explore the correlation between the ion's

position and hydration number

Residence and Exchange Times

It was of interest to consider the mean residence time of a water molecule in a ion's

hydration shell. The hydrations shell's inner and outer radii ri andr, respectively are

determined by the minimums of the ion-water pair correlations function. A water

molecule is consider to have entered the hydration shell when the water-ion separation

r satisfies the relationship, ri(I + 6)< r < ro(l - 6) for the first time. The parameter 6

is a small number that filters out water molecules that only make very short time

excursions into the shell. For this calculation 6 is chosen to be 0.1 . A water mol-

ecule is then consider to have left the hydration shell when r < r,(l - 6) or

ro(l + 6) < r In this case 6 filter out events where a water molecule makes a short time

excursion out of the shell. We consider the residence of this water molecule about
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the ion to be the time between these two events. Then mean residence time TR is

approximated by averaging this time over all water molecules than both enter and

leave the hydration shell during the simulation.

A related measure of the rate of change of the hydration shell, is the mean time of

change of the hydration shell. This is simply the average time between events where

the set of water molecules that constitute the hydration shell changes. In this paper

a hydration shell is consider to have changed if it membership differs from the original

for more than lps A stable hydration shell is considered to be created when its

membership remains unchanged for more that Ips. The mean time to change :.FIl sub

C is defined as the time to change of a stable hydration shell averaged over all stable

shells created in the simulation.
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111.RESULTS FOF LiF

Figure 2 shows the time evolution of the z coordinate (sec left side vertical scale) of

the lithium ion and fluoride ion for a time period lasting 1000 ps, in a cell also con-

taining 214 water molecules. The broken lines at JzJ = 0.934 nm at top and bottom

of the figure indicate where the hard wall part of the surface potential begins i.e.,

where V(z) = 0. The configurations used in constructing this figure were I ps apart.

In the starting configuration both ions were located near the cathode corresponding

to time t and position z given by (t, z) = (0, -0.5). In Figure 2 this corresponds to

a point near the bottom left edge. Under the influence of the electric field the fluoride

ion migrated the greatest distance, traversing most of the water layer to reach the

anode corresponding to the broken line at z = 0.934 nm at the top of the figure.

It took approximately 100 ps for the fluoride ion to traverse the film. It is not un-

reasonable to assume that during this time the solvent underwent considerable mixing,

and that sufficient time lapsed sufficient time for the whole system to settle into the

part of phase space describing equilibrium of the ions and associated waters. Notice

that in the applied field the path of the z coordinate of the fluoride ion for the first

100 ps was not a monotonically increasing function of time. The initial movement

was best described as a steady drift with superimposed high frequency jitter most likely

due to interactions of the ion's primary solvent shell with surrounding solvent. This

type of motion has been frequently seen in our studies of hydrated ions, and may

well be typical of ions pushing through a 11-bonded network. For times greater than

100 ps the time dependence of the z coordinate of both ions looks qualitatively the

same. The range of positions for the ion was about 0.4 nim, not much more than tile

diameter of a water molecule ( a = 0.31 nrm). The time averaged position of the

fluoride ion was -0.668 nm, about one water diameter from the hard wall region (Izi

= 0.934 nm).
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Also shown in Figure 2 as a function of time ror each ion arc the numbers of water

molecules in the first and second solvation shells. The data was sampled every 5 ps

not every I ps as for the z coordinates. The radii of' the solvation shells were chosen

to be at the minima in the calculated ion-water pair correlation functions. For lithium

these were at r = 0.2785 nm (first shell) and r = 0.500 nm (second shell). For

fluoride these were at r =. 0.3405 nm (first shell) and r = 0.5527 nm (second shell).

It can be seen that for lithium the first shell contained six waters with very infrequent

excursions to five and seven. There was one event that lasted more than five

picoseconds (see bottom right in Figure 2). The time averaged first hydration shell

number was n = 6.01 . This is consistent with the calculation of Szasz et al (38),

who reported the same value for bulk electrolyte, and the neutron scattering exper-

iments of Newsome et al (39), and Hlewish et al (40). The mean time to change Tc

of the first solvation shell was between about 25 ps and 35 ps. This was in the range

of all the other calculated values for the lithium ion with different anions. Table II

summarizes the hydration water residence times for all the ions. In the case of lithium

the residence time was about 100 ps for the first shell. This was about an order of

magnitude larger than for the second shell, and approximately consistent with the

mean time between changes (25 x 6 vs. 106 ps). These numbers are consistent with

those reported for ions in a bulk environment in the interesting paper of Impey et

al (15). Roughly the residence times on Li ions in different liX solutions were the

sanme, with the larger values associated with greater statistical uncertainty. It was also

three times greater than residence time for water in the first shell of fluoride ion. For

the first shell there did not appear to be much correlation between position and hy-

dration number for the first shell. The calculated correlation coefficient was 0.1. In

the second shell the hydration number fluctuated between seven and sixteen, with a

calculated average value of 11.4, displayed a strong correlation with distance from the

electrode. The correlation coefficient of 0.5 supported the visual impression. The
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mean time to change of the second shell was a not much larger than tile sample in-

terval and so not reliable, except to say that it was of the order of I ps. The picture

that emerged was that the lithium ion and it's first shell be considered as a rather stiff

or even as a rigid object, surrounded by a compliant sccond shell.

For fluoride the first shell contained seven waters with frequent excursions to six and

seven, and a few to five. The average first shell hydration number was 6.8. The mean

time between changes of the first shell was 3 ps. This was an order of magnitude

smaller than for lithium. The residence time ( see Table II) for hydration water was

about 25 ps, in the 216 molecule system, and a little longer (33 ps) in the larger

system. The differences are not large enough to .be considered significant. There was

no apparent correlation between first shell hydration number and position, and this

was reflected in the calculated correlation of 0.18. In the second shell the hydration

number fluctuated between ten and twenty two, with an average value of 15.4. There

was a correlation with distance from the electrode about tile same as in the second

shell of lithium. The correlation coefficient was 0.57.

Figure 3 shows the density profiles for lithium and fluoride ions (normalized to unity)

and water (normalized to 214) across the gap. Only configurations with time greater

than 100 ps were used in accumulating this density profile. The figure also shows

schematically a cartoon of the relative positions of the ions and water molecules in

the first hydration shell closest to the surface. Clearly in the density 'peak' position

both ions are hydrated. Not surprisingly tile cation has a peak closer to the electrode

since it is the ion with the smaller radius. The lithium peak position was at -0.709

nm and the fluoride was at 0.661 nm. The average positions were -0.668 nm (Li 4 )

and 0.628 nm (F). The difference 0.05 nm should be compared to tile difference in

Lcnnard-Jones radii which is 0.08 nm. The range of positions of both ions is very

similar, a little less than 0.5 nm in each case. The hydrated ions have the density

profile of a particle trapped in a well undergoing Brownian motion. For convenience
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the main featurcs of the densit.ies for ions and water are collected into Tables IIl and

IV.

The water density profile has interesting features. The larger peak at -0.803 rnm was

due to water in the first layer of the sample. When structure in the water distribution

is compared with the ions it is clear that the larger size of the anion is responsible

for the shallow minimum located near 0.66 nrn. This conclusion was further sub-

stantiated by the increase in size of this feature with size of the anion. This will be

seen clearly in later figures of density profiles. Calculations of the density profiles for

water center of mass and the hydrogen atoms were also performed. The most inter-

esting feature of these calculations was a small but distinct peak in the hydrogen

distribution near the cathode at -0.992 rim. This was due to protons oriented towards

the electrode.

Figure 4 shows density profiles calculated with the wider box (4.230 nm) containing

twice as many molecules and ions. The hard wall was located at z = -+ 1.868 nm.

Notice that the density profiles are narrower (smaller full width at half maximum).

The reason for this was traced to smaller fluctuations in the positions of the ions

because of weaker transcell interactions. The plots of z vs. t (time) did not show the

same range of movement seen in Figure 2. Also the ions were more strongly adsorbed

as judged by their peak positions, which were each closer to their respective electrodes.

The peak positions relative to the hard wall are listed in Table Ill. For fluoride the

distance from peak to hard wall was 0.13nm compared to 0.27 nm for the thinner film

with 216 molecules and ions. The cartoon for the fluoride ion shows in to be closer

to the electrode in Figure 4 compared to Figure 3. There was also a small shift to

the electrode for the cation, but it was smaller due to stronger binding of the waters

of hydration. With a cut off radius of 0.82 nm the ions did not couple directly by

Coulomb interactions. There was no overlap of the range of the interactions that

would be possible at times in the 2.362 nm thick sample.
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There is some concern that the transcell ion attraction in the thin films may be an

artifact due to the truncation of the Coulomb potentials of the sort recently described

by Bader and Chandler. (41). Bader and Chandler identified an artificial, truncation

induced attraction between ion of like charge, however argue that for ions of unlike

charge such artifýcts should be reduced. This and the fact that the transcell attraction

is decreasing with film thickness argue that we are not seeing such truncation induce

effects.

Figure 4 also showed that the water at the interface was quieter, as measured by the

peaks and troughs in the water density profile. Major feature positions arc recorded

in Table IV. Note first that the density in the middle of the films was about the same.

The peaks corresponding to surface water were higher at both surfaces relative to bulk

for the 432 molecule system compared to the 216 system. Corroborating this notion

was the deeper water exclusion trough near the fluoride ion, implying a higher degree

of time averaged organization around the anion.
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V. RESULTS FOR LiCI

Figure 5 shows the time evolution of the z coordinate for the lithium ion and chloride

ion in a 216 molecule and ion simulation. Shown also is the time dependence of the

number of water molecules in the first and second solvation shells for chloride.

Lithium is not shown because it was essentially identical to the result already plotted

in Figure 2. The starting configuration was the same as previously described for LiF.

Note first that the time dependence of the lithium ion was qualitatively the same as

in the LiF simulation and is not discussed further here. The time dependence of the

z coordinate for chloride was different to fluoride. During the first 100 ps of the LiCI

simulation hydrated Cl moved faster under the influence of the electric field and ar-

rived at the anode sooner than fluoride did under similar conditions. This observation

is significant since it is in qualitative agreement with experimentally measured trans-

port numbers in dilute solutions (42-44). This difference was due to the larger effec-

tive radius of hydrated fluoride which binds its solvation shells more tightly than the

chloride ion. In passing we note that the chloride ion z coordinate also showed jitter

similar to that already described for fluoride in Figure 2.

For times greater than 100 ps the time dependence of the z coordinate of chloride

looks qualitatively different from the strongly hydrated ions fluoride and lithium. First

note that the chloride nucleus occasionally touches and penetrates the hard wall,

which in zero electric field occurs at Izi = 0.934 nin. This means that chloride spends

some time contact adsorbed, in contrast to fluoride which never made direct physical

contact with the electrode.

Inside the box in Figure 5 the data for the first and second solvation shells of chloride

was sampled every 5 ps not every 1 ps as for the z coordinates. The radii of the

solvation shells were chosen to be at the minima in the calculated chloride ion-water

pair correlation functions. For chloride these were at r = 0.3758 nm (first shell) and

r = 0.6558 nm (second shell).
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For chloride the first shell fluctuated mostly in the range five to seven with excursions

to three and occasionally as high as ten (not shown in the time spanned in figure 5).

The average hydration numbers for the first and second hydration shells averaged over

900 ps were 6.1 and 20.8 respectively. The first number is consistent with the pio-

neering studies of Dietz et al (45), who calculated 6.5 ±0.5 for the chloride ion in

bulk electrolyte. There was an apparent correlation between first shell hydration

number and position when the ion was close to the electrode. The calculated corre-

lation was 0.51. For times greater than 100 ps the second shell hydration number

fluctuated between twelve and thirty seven. The averaged hydration number was 20.8

for the second shell. Again there was apparent correlation with distance from the

electrode and the calculated correlation was 0.81, higher than for the shells of smaller

ions. The residence time for water on chloride was about 15 ps for the large system

and a little smaller for the small system (see TFable 11). It was not dependent on shell

indicating that the shells are mixing in comparable fashion consistent with water being

weakly bound. This was the common description for all except the two smallest ions.

Figure 6 shows the z dependent density profiles for lithium and chloride ions (nor-

malized to unity) and water (normalized to 214) across the film. Only configurations

with times greater than 100 ps were used in accumulating these density profiles. The

total simulation time was actually 1100 ps more than shown in the figure, so that for

chloride statistics were collected for a total duration of 1000 ps. The main peak

(average) of lithium ion occurred at -0.732 nm (-0.679 nm) with closest approach at

-0.827 nm and furthest position at z = -0.283 nm. Values are tabulated in Table Ili.

The lithium distribution resembles that for LiF quite closely.

For chloride the main peak (average) was at 0.709 nm (0.747 nm), closest at 0.968

nm and farthest point at z = 0.449 nm. The range of displacements of the chloride

ion was about 0.5 rnm. This was greater than shown in Figure 4 which only sh'owed

the first nanosecond, a large excursion away from the electrode occurred between 1000
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ps and 1 100 ps. Clearly tie statistics were not sufficient to give a smooth distribution,

and it is possible that the density is bimodal for a gap of 2.362 nim. If the density

profile is bimodal then a calculation of the potential of mean force (46) will show two

minima. This latter conclusion was also suggested by the rapidity of the transition

from contact to non-contact adsorbed configuration (see Figure 4). It was considered

not worthwhile to pursue this aspect further with the model used in this paper. The

figure also shows schematically a cartoon of the relative positions of the ions and

water molecules in the first hydration shell closest to the surface. Only when the

chloride ion is furthest from the electrode at z = 0.5 n11, is it possible for the ion

to. be surrounded by a complete first solvation shell. The position of closest approach

is slightly greater than 0.934 nm because the attractive electric field acts to pull the

ion into the repulsive region. Also shown in Figure 6 is the water density distribution.

Chloride being a larger anion than fluoride gives rise to a deeper minimum located

near 0.66 nm the position of the main peak (at z = 0.71 nm) in the ion density.

Other features in common with the fluoride simulations were the sharpness of the

surface water peaks ( at jzj = 0.898 nm ) and a separate peak in the calculated proton

distribution at z = -0.992 nm near the anode (not shown in Figure 6).

Figure 7 displays the density'profile results for the thicker 4.230 nm film. Note the

dramatic change in distributions for both ions.. Each was found to be sharper and

occupying a narrower range of Az. The full widths at half maximum were comparable

to those found for all the other thicker systems. The cartoon of hydration around

the chloride ligand in Figure 7 showed that the anion was more strongly adsorbed

than in the 2.3 nm film. The half widths and position shifts are consistent with the

view that transcell coupling mediated by water polarization is responsible for the much

broader distributions seen in the 2.36 nin films. The chloride distribution remained

wider than any other ion in similar cells, suggestive of the behavior seen in the thinner

film. Chloride behaved intermediate between adsorbed as a hydrated ion and adsorbed
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in contact. The water exclusion zone near z 1 .6 nm resembled that seen already

for the fluoride ion in Figure 4. All the water density profiles were remarkably similar,

a fact reflected in part by the similarity in the values in Table IV.
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VI.REFSULTS FOR LiBr

Figure 8 displays the time dependence of the z coordinate of the lithium ion and a

bromide ion during a simulation lasting 1000 ps. Unlike all the simulations presented

so far this one started with an equilibrated system in which the ions were adsorbed

on the electrodes. It was found that starting with the cubic lattice lead to the for-

mation of an ion pair. The procedure used for bromide was to start with the 6 x 6

x 6 cubic array as before but in an electric field ten times stronger. The simulation

was run in high field for 10 or 20 ps until both ions were in contact with the

oppositely charged wall. In fields of 1.5 x 108 V/cm and greater even the cation was

contact adsorbed. With the ions separated the field was then reset at 2x1 07 V/cm.

Dashed horizontal lines define the hard wall region of the wall potential starting at

Izi = 0.934 nm. This is effectively the boundary surface of the electrode. Note that

the bromide ion frequently touched the boundary, and so in this model is a moderate

contact adsorber, more strongly bound than chloride in Figure 4, but not as strongly

bound as iodide (vide ultra).

The time dependence of the z coordinate of the lithium ion was a little different to

that found for LiCI and LiBr. The range of displacements is clearly smaller, which

results in the distribution being narrower. We return to this subject later.

Shown in Figure 8 as a function of time for each ion are the numbers of Water

molecules in the first and second solvation shells of the bromide ion. The data was

sampled every 5 ps not every I ps as for the z coordinates. The radii of the solvation

shells were chosen to be at the minima in the calculated ion-water pair correlation

functions. For bromide these were at r = 0.4024 nm (first shell) and r = 0.6588 nm

(second shell), same as for chloride.

For bromide the contents of the first shell fluctuated between five and six waters with

infrequent excursions to four and occasional jumps to values as high as nine. The
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average value was 5.6 for the first shell. l'he higher values were only weakly corre-

lated with positions further from the electrode. The correlation coefficient for the first

shell was calculated to be 0.37. In the second shell the hydration number fluctuated

between ten and twenty six. The hydration average value was 16.8 and the correlation

coefficient was 0.86, implying a strong correlation with distance from the electrode.

Table II shows the residence times follow the pattern established for chloride.

Figure 9 shows the distribution of Li- , Br-, and 214 water molecules in a strong

electric field ( 2x10 7 V/cm) across the gap between the charged plates. The wall po-

tential is shown for reference. Circles have the Lennard-.lones radii for the ions and

water. The configurations were collected in the time interval 100 ps < time < 1000

ps. The range of bromide positions was: farthest z = 0.661 nm, closest z = 0.968

rim, and peak (average) position at approximately 0.874 nm (-0.861 nm). At the

closest approach the negative ion lay inside the repulsive regime of the wall potential.

In this simulation the anion engages in moderate contact adsorption, stronger than

chloride but not as strong as in the case of iodide. Note the again the presence of

the shallow minimum in the water distribution near the average position of the anion.

This minimum is slightly more pronounced than in the case of chloride. It is due to

exclusion of water molecules from the interface by the larger volume of the ion.

The results of simulations with a.twelve (4.230 nm) water layer system are shown in

Figure 10. The trend to contact adsorption with larger ionic size was continued.

Again there was a narrow lithium distribution characteristic of the thicker film. What

was of interest in comparing the density profiles in Figures 9 and 10, was their simi-

larity. In all the other liX systems the 2.36 and 4.23 nm films show how the transcell

interaction drops in going to the thicker cell.

The transcell interactions between 1i,+ and Br- appeared weaker in thin cell compared

say to LiF and LiCl. As with l1il, to be discussed in the next section, it appeared

that as contact adsorption increased then the more the anion decoupled from the bulk
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water and the smaller the perturbation on the cation due to movement of the anion

perpendicular to the surface. As seen from the Figure 10 and the positions tabulated

in Table II the lithium cation peak at z = -1.692 nm had moved a little closer to

the hard wall, and the density profile was somewhat sharper. Indeed the lithium

position was close to that for a lithium ion without an anion but trapped against the

cathode by the static field used in all these simulations (6).
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VII. RESULTS FOR Lil

The case of lithium iodide solutions at constant energy were described in the first (1)

paper. New results are presented here for simulations clone at constant temperature.

Iodide represents the extreme case of contact adsorption. Experimentally iodide is

known to contact adsorb on metals at potentials corresponding to thermodynamically

stable electric double layers. in contrast to lithium ions which do not. Time de-

pendence of the z coordinate of the lithium ion and a iodide ion during a simulation

lasting 400 ps is shown in Figure 11. The sampling interval in these calculations was

.0.5 ps, smaller than in all the previous calculations described so far which were all

at 1.0 ps. The starting configuration was one previously obtained in the earlier study

(1). As before the dashed horizontal lines define the repulsive region of the wall po-

tential starting at Izi = 0.934 nm. This is effectively the boundary surface of the

electrode. Note that the iodide ion spends almost all its time at the boundary, and

in this model is classified as a strong contact adsorber. It makes only short time

excursions away from the surface, and is rarely found more than 0.1 nm removed from

contact.

Also shown in Figure 11 as a function of time for the iodide ion are the numbers

of water molecules in the first and second solvation shells. The data was sampled

every 2.5 ps not every 5 ps as for the hydration number plots in the figures for LiF,

LiCI, and LiBr. The radii of the solvation shells taken from the calculated ion-water

pair correlation functions were at r = 0.4289 nm (first shell) and r = 0.6765 nm

(second shell).

For iodide the first shell fluctuated between two and eight, with four, five and six

being the most frequent occupation number. The average value was 5.4 for the first

shell with a correlation of 0.29 (weak, corresponding to no apparent correlation visible

in Figure I1) between first shell hydration number and position. Because the ion was

so strongly adsorbed the correlation was small. In the second shell the hydration
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number fluctuated between eleven and twenty five. The average value was 16.8. A

weak correlation with distance fi-om the electrode was apparent, the calculated corre-

lation was 0.63.

As shown in Figure 12 the essential features of the iodide distribution emerge even

after a simulation running for 400 ps. The distribution of the Li" ion and the 214

water molecules looks very similar to LiF and LiC1 solutions. In this simulation the

anion exhibits strong contact adsorption. The anion density profile was sharply

peaked (average) at z = 0.921 nm (0.886 nim) very close to the hard wall. The point

of closest approach was 0.992 nm, and that farthest from the electrode was at 0.685

nm. The water distribution in Figure 9 has more noise than the one shown in Figure

6 for LiCI solution because of poorer statistics resulting from a simulation time of

400 ps duration. In spite of this the shallow minimum in the water distribution due

to the ion displacing water was clearly visible near 0.70 nm. Table IV gives the salient

features of all the water distributions.

In Figure 13 the results of the thick film density profile are displayed. As before the

system was allowed to equilibrate for 100 ps before averaging over configurations

collected during the next 900 ps. The iodide density distribution was the sharpest,.

of all the halide profiles for all the systems studied here. The peak value of nearly

14 nm1 in the thick film compared to II nmI in the six layer film. A comparison

of water density profiles showed them all to be very similar, with all the distribution

differences occurring near the walls. The differences that did exist seemed to be re-

lated to the degree and strength of hydration of the adsorbed ions. Consistent with

weaker coupling across this thicker film, the water distribution near the cathode where

the Li + was adsorbed were superimposable for difIerent anions in systems with 432

molecules and ions.
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VIII. RESULTS FOR WEAKER FIELDS

This section resumes the discussion of the quality of water and ion parameters for

surface studies begun in the introduction.

It has been pointed out (8) that small ion parameters over estimate the of hydration

by as much as 25%. Consequently in the field we arc using 2x107 V/cm in our sim-

ulations, the ability of small ions like fluoride F and lithium Li to adsorb with intact

primary solvation shell is exaggerated compared to the larger ions. The magnitude

of this field is at the upper end for stable electrochemical double layers so it is of

interest to know what happens in weaker fields.

However it is an experimental fact that small ions like li+ and fluoride F- do not

chemisorb on to metals in the double region of electrode potentials, and this phe-

nomenon is attributed to their strongly held primary solvation shells. There are even

anions (PF ,6 BF6 - and CIO4 ") that adsorb more weakly than fluoride (5), in that they

distrurb the interface even less (lower capacitance). Consequently although the ST2

parameters for Li + do not qualitatively model the adsorption process at the value

of the static field used here, the series of lleinzinger's anion parameters does model

adsoption changes along the series. We do not expect this modelling to be quanti-

tative, for example by predicting the value of the threshold field above which the

lithium ion to be contact adsorbed.

To explore the static field dependence we calculated the density profile for a single
Li + ion with 215 water molecules and a single I ion in 215 ST2 waters, for different

values of the applied field. All other conditions in these simulations were the same

as before.

For fields about seven times higher (ca.l.5xlO 8 V/em), like the ones used in the cal-

culations of Brodsky and Reinhardt (30, 31), the lithium ion was contact adsorbed

and it was observed that all the waters of the film oriented with dipoles jlz. The
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behaviour in the regime of weaker ficlds is more relevant to the present study. As

the field was weakened the density profilc of i.i' ion shifted towards the middle of

the water film. In zero field the density profile p. (z) was a broad bell-like distrib-
ion

ution with the tails reaching out to about jzj =0.Snm. This result is consistent with

that reported by Wilson et al (47) for a single sodium ion in a 2.0 nm thick film of

water with two liquid - vapour boundaries, and can be interpreted as the ions mi-

grating to niaximize their polarization energy in the solvent. Relaxation times were

found to be longer than I ns, because of the large configuration space explored.

Consequently it was not possible to get good statistics by accumulating configurations

with brute force dynamics. This problem could be better tackled using umbrella

sampling (24) or some scheme to simplify the long time dynamics like those used to

studied polypeptides (48).

In the case of iodide the peak in the density profile p. (z) for a given field. always
IOn

occurred at a point closer to the charged wall than was the case for lithium ion. This

is consistent with the previous calculations for [ ion, and suggests that the estab-

lishment of the solvent structure around this large anion occurs gradually as the field

is weakened and the ion pulls pulls back from the wall.

What can be concluded from these results? First because of differences in ionic radii

the smaller ions will be more strongly hydrated than larger ions. As the strength of

the field is increased ions with more strongly bound solvation shells will tend to spend

more time contact adsorbed. Conversely, in the absence of a strong universally

binding interaction such as an image interaction, the adsorbed ions will shift away

from the electrode as the field is weakened. An exception will occur for large

hydrophobic ions which might remain adsorbed in a configuration that maximized

solvent entropy (it is well established that large neutral organics eg., benzene, are

adsorbed most strongly at the potential of zero charge) (49).
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IX. SUMMARY

The simulations described here have revealed somc of tie static and dynamical com-

plexities of the adsorption of hydrated ions onto charged surfaces. The main features

were as follows. i) The small ions Li' and 17- did not make contact with electrode

in fields of 2xl0 7 V/cm because of their strongly bound first solvation shells. There

was a balance between electric and Lennard-Jones attraction and thermal fluctuations.

In the thin film polarization coupling mediated by water molecules increased the size

of the fluctuations experienced by the ions. ii) In the model used here chloride was

the first ion to exhibit contact, adsorption. In the 2 nm filn it appeared to have a

bimodal distribution. iii) The presence of adsorbed ions implies the presence of lo-

calized water held in place by the field of the ion and it's associated hydrogen bond

network. The presence of large interfacial ions also means there is a depletion zone

where fewer waters are located. iv) The time dependence of the first shell hydration

numbers for lithium and fluoride corroborate the picture. The residence time of a

water molecule on lithium ion was a factor of four longer compared to fluoride. The

first solvation shell of chloride and the bigger ions were found to be all very dynamic

with residence times around 10 ps according to the model used here. Exchange of

water between the first shell and the bulk was less than about ips.

Finally we point out that their are significarit physical effects not modeled in the

present study. In particular rigid non polarizable models exhibit dielectric saturation.

To more accurately account for relaxation around small ion core one clearly needs

to enhance the models in significant ways outside the scope of the present study. In

the extremely high fields near small ion cores water molecules will distort electronically

and geometrically. To account for these effects commonly adopted enhancements
-12

include replacement of the repulsive r core potentials with softer ones fashioned

after exp(-ar), or better still a sum of exponentials obtained from a quantum chemistry
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calculation, polarizable ions and neutral water molccules, and flexible water molecules.

Work on incorporating these effects in uscablc models is in progress in our laboratory.
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Table I The interaction paramctcrs (q, r, a, A, B) and mass (in) for all atoms used

in the simulations, where q. = e , r, = I K.I/mole , ao = I nno

Ao = 17.447 x IO- 6K.1° nmn'l/nole , 13 = 76.144 x 10- 3K.Io ninef/nole , and ino = IAMU.

The E and a for unlike atom pairs is formed from the combination rules,

EAR = 1(CAAEAR) and OAR = (,,AA + tCB)/2.

qlqo /lio alao, nlm/ AIA. BIl,

OST2 0.0000 0.316 0.310 16.0 1 I

11 ST2 0.2357 0.000 0.000 1.000 0 0

PCST2 -0.2357 0.000 0.0 0.0 0 0

Li 1.0000 0.149 0.237 6.9 1 1
F - 1.0000 0.050 0.400 19.0 1 1

Cl - 1.0000 0.168 0.486 35.5 1 1

Br - 1.0000 0.270 0.504 79.9 I 1

I - 1.0000 0.408 0.540 129.9 1 1
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Table HI. Summary of hydration water residcnce times with the one sigma crrors for

i.iX (X= F,CI,Br,I) in water films with 216 molecules (2.362nni) and 432 molecules

(4.320nm).

LiF LiCI LiBr Lii

2.362 nm film with 216 molecules

Li+ ion, 1st shell 122+25 168+43 115+43
Li+ ion, 2nd shell 12+0.5 12+0.4 12+0.5
X7 ion, 1st shell 25+1.8 12+0.6 11+0.6
*X ion, 2nd shell 13+0.4 13±0.4 12+0.4

4.320 nm film with 432 molecules

Li+ ion, Ist shell 106+14 97+12 87+17 130+22
Li+ ion, 2nd shell 10+0.3 9+0.3 10+0.3 9+0.3
X ion, 1st shell 33+2.7 16+1.2 14+0.8 11+0.6
X ion, 2nd shell 15+0.6 16+0.6 16+0.6 15+0.5
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Table Ill. Summary of density profile results of halide ions in two water films. All

positions relative to closest wall at IzI 0.934 (for 2.362nm film) and IzI= 1.868nm
(for 4.320nm film).

Li+± F- Cl- Br- I-

2.362nm film

Znear - Zhb +0.084 -0.084 +0.034 +0.058 +0.058

Zpk - Zhc +0.225 -0.273 -0.225 -0.036 -0.013

Zfar -Zh d +0.580 -0.556 -0.509 -0.320 -0.249

4.320nm film

Znear- Zhb +0.044 -0.007 +0.062 +0.062 +0.062

Zpk - Zhc +0.202 -0.176 -0.044 -0.017 -0.017

Zfar -Zhd +0.414 -0.440 -0.335 -0.308 -0.202

a lithium from LiF simulation

b z near' point of nearest approach to electrode

c z pk' position of peak in the density

d z far' position of farthest point from electrode
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'Fable IV. Summary of water density profile results for LiX (X= F,C1,Br,I) two water

films. All positions measured in ni relative to nearest hard wall at Iz,I = 0.934nin (for

2.362nm film) and Izh = 1.808 (for 4.320nm film). The number in parentheses is the

value in nmi1 of the density profile

LiF LiCI LiBr LiH

2.362nm film

Peak on -0.060 -0.036 -0.036 -0.036
anion side (147) (143) (142) (135)

Minimum on -0.273 -0.273 -0.296 -0.273

anion side (103) ( 95) ( 93) ( 91)

Peak on 0.036 0.036 0.036 0.036
cation Side (133) (140) (138) (138)

4.320nm film

Peak on -0.044 -0.044 -0.044 -0.044
anion side (157) (150) (152) (141)

Minimum on -0.255 -0.282 -0.255 -0.255
anion side (96) (93) (90) (87)

Peak on 0.044 0.044 0.017 0.017
cation Side (146) (149) (151) (147)
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FIGURE CAPTIONS

Figure 1. Ion-water pair correlation functions for lithium and the halide ions. The

four correlation functions for the lithium ions arc superimposed showing

their essential equivalence. For chloride, bromide, and iodide the second

peak near 0.55 nm are also essentially the same within numerical error.

The dip at 0.82 nin indicated by the arrows was due to the truncation

function.

Figure 2. Trime dependence of the z coordinate of the lithium ion and a fluoride ion

during a simulation lasting 1000 ps. At time t = 0 ps both ions start out

near the cathode. It takes the anion about 100 ps to migrate across the

gap. Note that the electric fields keep the ions separated and restricted to

vicinity of their respective electrodes. The ions are not free to diffuse

throughout the gap. Dashed horizontal lines define the beginning of the

hard wall repulsive region of the potential starting at Izi = 0.934 nm. This

is effectively the boundary surface of the electrode.

Figure 3. Distribution of Li4-, F[, and 214 water molecules in a strong electric field

(-2xl107 V/cm) across the gap between the charged plates. Wall potential

shown for reference. Circles are Lennard-Jones radii for the ions and water.

In this simulation the anion never contact adsorbs. Contrast this with the

results of the simulation for iCi l liBr, and lii. Note the shallow minimum

in the water distribution near the average position of the anion.

Figure 4. Distribution of Li' , F-, and 430 water molecules in a strong electric field

(-2x10 V/cm) across the gap between the charged plates. Wall potential
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shown for referencp. Circles are Lennard-.ones radii for the ions and water.

In this simulation the anion never contact adsorbs. Contrast this with the

results of the simulation for LiCI, LiBr, and Lil. Note the shallow minimum

in the water distribution near the average position of the anion.

Figure 5. Time dependence of the z coordinate of the lithium ion and a a chloride

ion during a simulation lasting 1000 ps. At time t = 0 ps both ions start

out near the cathode. It takes the anion less than 100 ps to migrate across

the gap. Note that the electric fields keep the ions separated and restricted

to vicinity of their respective electrodes. The ions are not free to diffuse

throughout the gap. Dashed horizontal lines define the hard wall region

of the potential starting at Izi = 0.934 nm. This is effectively the boundary

surface of the electrode. Unlike fluoride the chloride ion does touch the

boundary, and in this model is able to contact adsorb in weak fashion.

Figure 6. Distribution of Li , CI-, and 214 water molecules in a strong electric field

(-2x107 V/cm) across the gap between the charged plates. Wall potential

shown for reference. Circles are Lennard-Jones radii for the ions and water.

In this simulation the anion makes weak contact adsorption. Contrast this

with the results of the simulation for LiBr and Lil, where the contact

adsorption is more frequent and therefore stronger. Note the shallow

minimum in the water distribution near the average position of the anion.

Figure 7. Distribution of Li+, CI-, and 430 water molecules in a strong electric field

(--2x 107 V/cm) across the gap between the charged plates. Wall potential

shown for reference. Circles are Lennard-.Jones radii for the ions and water.

In this simulation the anion makes weak contact adsorption. Contrast this
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with the results of the simulation for iiBr and Lil, where the contact

adsorption is more fiequent and therefore stronger. Note the shallow

minimum in the water distribution near the average position of the anion.

Figure 8. Time dependence of the z coordinate of the lithium ion and a bromide ion

during a simulation lasting 1000 ps. Note that the electric fields keep the

ions separated and restricted to vicinity of their respective electrodes. The

ions arc not free to diffuse throughout the gap. D)ashed horizontal lines

define the repulsive region of the wall potential starting at Izl = 0.934 nm.

This is effectively the boundary surface of the electrode. Note that the

bromide ion frequently touches the boundary, and so in this model is a

moderate contact adsorber.

Figure 9. Distribution of Li÷, Br-, and 214 water molecules in a strong electric field

(-,2x10 7 V/cm) across the gap between the charged plates. Wall potential

shown for reference. Circles are Lennard-.lones radii for the ions and water.

In this simulation the anion engages in moderate contact adsorption.

Contrast this with the results of the simulation for LiF where there is no

contact and Lil where the iodide makes strong contact. Note the shallow

minimum in the water distribution near the average position of the anion.

Figure 10. Distribution of Li A, Br-, and 430 water molecules in a strong electric field

(,-2x 107 V/cm) across the gap between the charged plates. Wall potential

shown for reference. Circles are Lcinnard-.iones radii for the ions and water.

In this simulation the anion engages in moderate contact adsorption.

Contrast this with the results of the simulation for L.iFi where there is no
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contact and Liil where the iodide makes strong contact. Note the shallow

minimum in the water distribution near the average position of the anion.

Figurc 11. Time dependence of the z coordinate of the lithium ion and a iodide ion

during a simulation lasting 400 ps. Note that the electric fields keep the

ions separated and restricted to vicinity of their respective electrodes. The

ions are not free to diffuse throughout the gap. l)ashed horizontal lines

define the hard wall region of the potential starting at IzI = 0.934 nm.

This is effectively the boundary surface of the electrode. Note that the

iodide ion spends almost all its time at the boundary, and in this model is

classified as a strong contact adsorbcr. It makes only short time excursions

away from the surface.

Figure 12. Distribution of Li+, I-, and 214 water molecules in a strong electric field

(.--2x10 V/cm) across the gap between the charged plates. Wall potential

shown for reference. Circles are Lennard-.lones radii for the ions and water.

In this simulation the anion exhibits strong contact adsorption. The density

profile is sharply peaked very close to the repulsive wall. Contrast this with

the results of the simulation for LiF where there is no contact. Note the

shallow minimum in the water distribution near the average position of the

anion.

Figure 13. Distribution of Li+, F, and 432 water molecules in a strong electric field

(-2x 107 V/cm) across the gap between the charged plates. Simulation time

10 00 ps. Wall potential shown for reference. Circles are Lennard-Jones radii

for the ions and water. In this simulation the anion exhibits strong contact

adsorption. The density profile is sharply peaked very close to the repulsive
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wall. Contrast this with the results of the simulation for LiF where there

is no contact. Note the shallow minimum in the water distribution near

the average position of the anion.
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INTRODUCTION

When two different substances are joined material flows across the interface (sometimes
almost imperceptibly) until the chemical potentials of the component species are equal-
ized. When the sustances are solid or liquid and some of the chemical species are charged
then the interface developes a net electrical polarization due to the formation of an electric
double layer. The existence of electric double layers was first recognized by von
Helmholtz I who studied them in the last century. In many chemical and biological sys-
tems the electric double layer exerts a profound effect on function. For example in
aqueous electrolyte solution the electric field of a charged object (electrode surface or an
ion) is completely shielded by the movement of ions of opposite sign toward the surface
until charge balance is achieved. The distribution of ions around charged objects is de-
scribed simply by the classical theories of Gouy2-4 and Chapman 5 for flat surfaces and
by the theory of Debye and Hfickel6 for spherical ions.

The main goal of this program of study is to give a molecular basis for understanding the
structure and dynamics of electric double layers at charged metal-aqueous electrolyte
interface. The aim is to unify current separate descriptions of surface adsorption and
solution behavior, and ultimately to include a detailed treatment of the surface
crystalography and electronic properties of the metal. A key element in this effort is the
correct treatment of electrostatic interactions among ions, polar neutrals and their images
in the metal. In our work this is achieved with the use of the fast multipole method of
Greengard and Rokhlin 7 -1 0 . The fast multipole method was specifically designed for ef-
ficient computation of long range coulomb interactions. In our simulations we have used
it to in the calculation of all electrical forces, including direct space and image inter-
actions.

Theoretical and Computational Approaches to Interface Phenomena
Edited by H.L. Sellers and J.T. Golab, Plenum Press, New York, 1994 75



Because we calculate the electrostatic interactions accurately, without the use of finite
cut-offs, this work also has important implications concerning the way in which ions and
water distributions in biologicalI I and clay suspensions12 systems should be calculated.

Four previous publications summarize the work completed prior to that described in this
report13- 16. Through systematic computer simulations we have shown that a relatively
simple model suffices to describe the adsorption of halide anions and alkali metal cations
on neutral and charged metal surfaces. These calculations show qualitatively many of the
features known to occur experimentally at electrochemical interfaces in the
thermodynamically stable region of the electric double layer. Most notable are the exist-
ence of: highly oriented water layer next to the charged metal, contact adsorption layer
of the larger ions, and a diffuse region of strongly hydrated ions. The contact adsorbed
ions comprise the compact layer in electrochemical interfaces. In our model, contact
adsorbed ions are physisorbed because there is no provision to describe covalent bonds.
Typical electric fields found in our calculations correspond to 5x10 9 V/m, and these arise
from image charge densities on the electrode of about 0.le/nm2. One by product of our
simulations is to point up some of the limitations in current electrochemical concepts.
Consider for example the outer Helmholtz plane which defines the position of closest
approach of hydrated ions to the elctrode surface. This plane is shown in numerous
textbook and review article illustrations 17, 18. Our simulations show that the plane really
corresponds to a narrow zone where ions of the diffuse layer ions penetrate with increasing
difficulty the closer they are to the electrode surface. In this zone some mixing with
contact adsorbed species can occur which is not possible in the old picture.

In the last fifteen years there have been many simulations of water and electrolyte sol-
utions near surfaces. Some of these studies have contributed greatly to our understanding
of electrochemical interfaces. For completeness some of this work is summarized here.
Films of pure water between uncharged dielectric walls 13, 19-21, and charged dielectric
walls 13, 14, 22, 23. Some of this work is noteworthy because of a predicted phase tran-
sition22, 23. There have been numerous calculations reported for uncharged metal24 -27

walls 2 8"32 , including one for jellium30  and several for corrugated platinum
surfaces 27-29, 31, 32 predicting that water adsorbs weakly at top sites with oxygen down
on Pt(! 11) and Pt(100). There have also been some calculations for electrolyte solutions
between uncharged and charged dielectric walls 13, 14, 33, 34 emphasizing spatial distrib-
utions and hydration shell structure. There have been studies for electrolytes between
uncharged metal walls 27 , 35, 36. The work of Rose and Benjamin 36 is particularly inter-
esting because umbrella sampling was used to calculate the free energy of adsorption.
Finally we mention the studies of water between charged metal walls 37, and electrolytes
between charged metal walls 37 . In much but not all of the work just summarized, the long
range coulomb interactions were treated in an approximate way. The commonest ap-
proximation was to cut off all interactions beyond a certain radius like 0.10 nm. Some
workers used the Ewald method or a planar modification of the method to compute the
sum of long range fields correctly. Curiously many of the other summation methods, like
the planewise method of de Wette 38 seem not to have been used at all. The reason why
it is important to calculate the long range fields accurately is to capture the macroscopic
part. The dipole component of the field is conditionally convergent and the sum must be
performed in a manner consistent with the physical boundaries. This is a rather old
problem which has a partial mapping onto the problem of calculating the macroscopic
electromagnetic field inside a sample of arbitrary shape. Space and time (!) prevent us
from pursuing this connection here.
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CAPILLARY THERMODYNAMICS

Our present understanding of electric double layers and their importance in surface
electrochemistry has its origin in the dropping mercury electrode experiments of
Grahame 39 , 40. The basic experiment consists of measuring the radius of a sessile mer-
cury drop as a function of electrode potential and electrolyte composition. One can then
use the electrocapillary equations of Lippmann41 to relate radius of the drop to the
interfacial surface tension and so in turn to the charge on the electrode. Thermodynamic
arguments are then used deduce the surface excess concentration of adsorbed cations,
anions and neutral organics on the electrode surface1 7, 18, 39, 40,42, 43

j electrocapillary
NaF thermodynamics

Lipmann eqn.

(-Y) x= -qm

potential V

AFS neutrals non-specific
adsorption

cations PF6,F 104...

Sanion Li+, Ns.aos neutrals

potential V

cations
contact adsorption

anions I', Br, Cl', SCN', N3.,
NR4, c,

potential V

Figure 1. Schematic diagram depicting thermodynamics of adsorption: (a) plot of surface tension y vs
electrode potential V for different electrolyte compositions, (b) surface concentration r s vs potential V for
neutrals and strongly hydrated ions, (c) Fs vs potential V for contact adsorbing ions.

Figure 1 summarizes the important aspects of thermodynamic studies. For example at the
lop of Figure 1 the surface tension y is depicted versus electrode potential for aqueous
NaF at different concentrations. The Lippmann equation

STPN = -qM [11
DVTPNj

can be used to determine the charge on the mercury drop directly, and in turn the differ-
ential capacitance can be calculated. Contact adsorbed ions give a large contribution to
the capacitance compared to ions in the diffuse layer, and this has be used to separate their
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contributions in mixed solutions. The middle Figure I shows highly schematic curves for
the adsorption of neutral organics and strongly hydrated ions on noble metals. The or-
ganics adsorb most strongly when the charge on the electrode is small because the water
layer nearest the metal is then least strongly bound and more easily displaced by the or-
ganic adsorbate. The final part Figure Ic shows the adsorption isotherms for larger ions,
in particular it depicts behaviour like that observed for iodide and the pseudohalides CN"
and thiocyanate SCN-. For more discussion see the review paper by Anson". For solid
electrodes less direct methods are used to obtain the relevant data for a thermodynamic
analysis. If the differential capacitance 45, 46

( a qM [C(V) a = , V TPNj_ I[21

can be measured in a way that inner layer and diffuse layer contributions can be separated
then a variety of integration techniques can be used to determine the charge on the
electrode. From these quantities the other important thermodynamic variables such as the
surface concentrations Fs (depicted schematically in middle and bottom of Figure 1) can
be obtained using the thermodynamic analysis starting from Eqn (1).

THE TRADITIONAL MODEL

On the basis of experimental methods like differential capacitance, chronocoulombmetry,
ellipsometry, and UV-visible spectroscopy, wielded with consummate skill a detailed
picture of the electric double layer adjacent to metal surfaces has been devised 18, 47
We will refer to this picture as the 'traditional model'. The main features of this model
are shown schematically in Figure 2 for that part of the double layer close to the electrode
surface. Drawings similar to this one can be found in many textbooks and review articles
on interfacial electrochemistry 4 8-50 . The metal is flat and carries charge (negative shown),
the aqueous subphase is divided into two parts, called diffuse and compact regions. Ad-
ditionally next to the charged surface there is a highly oriented layer of water shown in
Figure 2 with protons oriented towards the surface. The anion is shown adsorbed in
contact (physisorbed) and the strongly hydrated cations are shown no closer than two
water molecules. The inner Helmholtz plane (IHP) is defined as the plane through the
nuclei of the contact adsorbed anions and a similar plane through cations at their distance
of closest approach is called the outer Helmholtz plane (OHP). Beyond the OHP the
distribution of ions is assumed to be described by the Gouy-Chapman theory, which in it's
simplest form assumes the ions are charged point-like objects and the solvent is a
dielectric continuum with appropriate bulk properties. Close to the electrode the 'tradi-
tional model' calculates system properties based on static distributions or uses lattice sta-
tistics. The diffuse region in this picture18 starts two solvent molecules from a flat
electrode surface and stretches out several nanometers into the bulk electrolyte. The
electrostatics and ionic distributions in this diffuse part were first described by the Gouy-
Chapman theory2-5 which predates even the Debye-Hfickel 6 model of ionic atmospheres
in bulk electrolytes. The ions in the diffuse layer screen the net charge of metal and any
ions occupying in the compact part of the double layer. Traditionally the structure of the
compact region is thought of as being rather static and resembling a parallel plate capacitor
with a gap of atomic separations (0.1 - 0.2 nm). The flat surface model dates from times
before the ability to make useable single crystal electrode surfaces, the advent of
synchrotron sources and facilities to do surface X-ray analysis. Even so quite a consid-

78



erable effort has been directed toward developing better model of the metal side. In this
regard the work of Halley et a15 1-53 and Schmickler5 4 is particularly significant. These
groups have developed theories based on jellium electrode models of the charged metal
surface that attempts to capture important physics causing features in measured
capacitance vs. potential curves. Focussing more on the electrolyte subphase Henderson
and coworkers55 have developed a correlation function approach and an analysis that
shows that in their very reasonable model there is no sharp division between the diffuse
and inner Helmholtz planes. This is in contrast to the ideas conveyed by the pictures
found in many textbooks and Figure 2.

OHP IHP

+

-Diffuse layer region - L

+ t

Oriented 1st water monolayer

Solvated + Contact adsorbed
cation GJ anion

Figure 2. Schematic diagram depicting the 'traditional model' of the electric double layer found in many
review articles and introductory texts on electrochemistry.

It must be pointed out that many of molecular dynamics studies performed to date have
not recognized the importance of solving the electrostatics problem accurately. Intense
long range fields exist at the interface because of the large dipole normal to the surface
formed by the ions and their electrical images are all in phase. This problem spills over
into other areas where electrostatics is important, for example most studies of water around
biological objects are wrong in the way in which the dielectric polarization of water is
calculated because long range correlations are lost when interactions are cut off at a finite
distance. Workers in this field often resort to using distance dependent dielectric functions
to shield ionized groups attached to the object's surface.

The experimental picture of electrochemical surfaces is currently undergoing rapid change
due to numerous advanced in situ and ex situ UHV surface science probes of the
electrochemical interface. The new synchrotron based X-ray surface crystal structure
probes like grazing incidence X-ray scattering (GIXS), X-ray standing wave (XSW), sur-
face extended X-ray absorption fine structure (SEXAFS) techniques have allowed surface
geometries to be measured for the first time56 59 . Recent studies by Hubbard and
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coworkers 4 6 reveal changes in charge state of the ion as the surface concentration is in-
creased, changes that have analogies in UHV surface science studies of the metalization
of semiconductors These studies show contact adsorption to be a complex process that can
evolve into chemisorption at high coverages even if the initial step is physisorption. Local
probes like scanning tunneling microscopy (STM) and atomic force microscopy (AFM)
give images with local atomic scale features. The next few years will likely see major
revisions in our experimental understanding of the less dynamic part of the
electrochemical double layers.

MODEL FOR THE IMMERSED ELECTRODE

Consider a system consisting of two electrodes immersed in aqueous electrolyte solution
as shown schematically in Figure 3. Reading from left to right there are three regions:
the anode on the left, the bulk region at the center, and the cathode region on the right.
If the electrodes are uncharged then in all three regions the electrolyte phase would be
electrically neutral. Now when the externally applied (battery) potential is altered so that
the electrodes become charged (the case shown schematically in Figure 3) the electrolyte
responses by screening the electric field and the three regions acquire different net charge.
One with excess anions (left) screens the positive charge on the left electrode, a bulk re-
gion in which the electric field is zero, and one with an excess of cations (right). When
the charge on each electrode is included with the adjacent 'zone' of electrolyte the net
charge in each region is zero.

These simple considerations suggest we can try to model an immersed electrode with it's
adjacent screening region and do not have to model the whole cell as was done in two
previous publications 13' 14. This approach is useful because it reduces the number of
water molecules in the calculation, however it imposes a constraint in the formn of charge
neutrality and requires us to choose a 'good' boundary to separate the bulk region and
immersed region. We can test the boundary by scaling the size of the system to capture
some bulk-like behavior. Scaling by a factor of ten suggests that four layers of water is
a minimum sized system.

Our immersed electrode model therefore consists of a layer of electrolyte between two
walls. The wall on the left carries no charge it is simply a restraining wall and ideally
should allow a continuous transition to the bulk electrolyte region. The complete system
of electroltye and electrode (always chosen to be on the right hand side in our calculations)
is neutral, unless we deliberately choose to stress the system with an uncompensated
charge on the right hand metal electrode. In practice we have performed both types of
calculation for reasons described in more detail later. Later we will show an important
result that water behaves in an uncompensated field as if the excess ionic charge were
higher.

Since there is integer charge in the aqueous phase qAq , and the image charge on the metal
qim satisfies the equation q,. + qq = 0. In our calculations we also consider cases (to be
discussed at length later) where there is additional charge qu on the electrode with the
restriction that qT = q,", + q.,. = ne where ni = 0, + 1, ± 2,...

In Figure 3 if one thinks of the vertical dash line as symbolizing the restraining wall then
in reality the vertical line will be very close to the corresponding electrode for a
macroscopic sized cell. Integral electrode charge is an essential constraint in this im-
mersed electrode model. We stress again that the main advantage of the model is that
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only about half the number of water molecules are needed to simulate a system with two
metal electrodes. For the restraining barrier we choose a 9-3 potential. The origin for this
restraining potential is at 1.862 nm from the image plane of the metal. We refer to this
restraining potential surface as the dielectric surface, and as already mentioned it's only
function is to limit the extent of the fluid phase and thereby make the calculations more
tractable. In all the calculations reported here the simulation cell was a cube with edge
1.862nm. The cube was periodically replicated in the xy directions parallel to the
electrode surface plane. Again we mention that we have performed some scaled up cal-
culations on cells with larger edge length by up to a factor 2 and found very similar fea-
tures to those described for the smaller cells.
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Figure 3. Immersed Electrode Model. Schematic diagram of the electrochemical cell showing the im-
mersed electrode configuration on the right side. Vertical broken lines symbolize the transition region from
diffuse layer to bulk electrolyte where the solution is electrically neutral.

MODEL FOR WATER, IONS AND THE METAL SURFACE

In all the calculations reported here we have used the parameters of the Stillinger6°, 61
ST2 water model and the extensive interaction parameter set for alkali metal ions and
halide ions developed by Heinzinger and coworkers62. Figure 4 shows a schematic of the
ST2 water model, a simple ion and the smoothly truncated Lennard-Jones potential. The
ST2 water molecule model consists of a central oxygen atom (0_ST2 or 0 for short)
surrounded by two hydrogen atoms (HST2 or H for short) and two massless point
charges (_CST2 or PC for short) in a rigid tetrahedral arrangement (bond angle =
cos- I(l//3 )-). The 0-H and O-PC bond lengths were 0.10 nm and 0.08 nm respectively.
This small difference in bond lengths means that the waterST2 model and its electrostatic
image (i.e., q --> -q ) behave similarly. The only Lennard-Jones 'atom' in ST2 model is
the oxygen atom. The hydrogen H and point charges PC interact with their surroundings
(i.e., other atoms and surfaces) by Coulomb interactions only. Their charges are qH=
0. 2 35701el and qpc= -qj. The 0 atom carries no charge. The alkali metal ion and halide
ion were treated as non-polarizable Lennard-Jones atoms with central point mass and
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charge. Figure 4 shows an ion schematically next to the water model. The atom-atom
interaction parameters are taken from Heinzinger's review 28, 62.

Next we describe the interaction between water and ions and the metal and restraining
wall. The metal was represented by two linearly superimposed potentials. Pauli repulsion
and dispersive attractive interactions were modelled by a 9-3 potential, and the interaction
of charges with the conduction electrons by a classical image potential. In the calculations
described here the image plane and origin plane of the 9-3 potential were coincident. This
was tantamount to choosing the image plane and the nuclear plane of the metal surface
to be coincident. This was acceptable in our scheme because the Lennard-Jones core
parameters a are all large and the 'thickness' of the repulsive wall is also large (ca. 0.247
nm).

0.155 nm V(r)

-q
0.08

0.1 -q qý

H smooth

Hq cut-off

q =0.231el q=ne
0 = 109*28' are = a

(a) Water/ST2 (b) Ions/ST2 (c) Lennard-Jones
Model Model Potential

Figure 4. The Ion and Water Models. Schematic diagram summarizing the key features of the model for
ST2 water and the ions. Water and ions are treated as non polarizable Lennard-Jones atoms with embedded
charges. Shown on the left is a schematic drawing of the Lennard-Jones potential with smooth cut-off.

CALCULATION OF THE ELECTROSTATIC INTERACTIONS

Electrostatic sums are conditionally convergent and great care must be exercised in using
cut-offs and different boundary conditions. The Coulomb field computation grows as N2

(N number of charged particles) unless special measures are adopted. We use the fast
multipole method (fmm) devised by Greengard and Roklin 7, in which the cpu time grows
as N. The cross over point in efficiency for direct sum versus fmm can be as small as
N = 1000 (about 250 ST2 water molecules). The original papers of Greengard should be
consulted for details of this clever algorithm. Some discussion of the use of fmm in
electrochemical simulations has been given by Glosli and Philpott15.

TOTAL POTENTIAL ENERGY OF THE SYSTEM

The Coulomb interaction between molecules was represented as sum of l/r interactions
between atomic point charges. For the ST2 water model these interactions result in H-
bonds that are too strong when the PC and H atoms are close. These interactions were
softened for small molecular separation in the way described by Stillinger60 and Lee et
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ai19 by introducing a switching function S that modifies specified atomic coulomb inter-
actions at small separations. The short range part of the intermolecular interaction was
modeled by Lennard-Jones potential between atom pairs on each molecule. All
molecule-molecule Lennard-Jones type interactions were cut-off in a smooth fashion at a
molecular separation R = 0.68 nm by a truncation function T. The atoms of each molecule
also interacted with the surfaces at z = + z. where z. = 0.931 nm. Both surfaces were
treated as flat featureless plates with a uniform electric charge density of T on the metal
plate at + z. if there is an uncompensated charge on the metal, otherwise ; = 0 This gave
rise to a uniform electric field, E = 4ntKa, in the z-direction where K the electrostatic
coupling constant had the value 138.936 kJ.nm/(mole.e 2 ) in the units of this paper. The
complete interaction energy U was given by the following formula

= (r Kqaq( +4 a )cr 12 cyal )6 Kq6qp
= rap [S(R', R' R,)-I] "r+-4a -[ r _(r•)p T(Ri.) + Kqpq

<j [3]

+Z { -qaEzt+( Aa Ba Aa Ba )

a(ZaIzo) (Z +ZO) (Z -Z) Z )3

where i and j were molecular indices, and a and P were atomic indices. The symbol Ai
represented the set of all atoms of molecular i. The symbol Ro was the distance between
the center of mass of molecules i and j. The symbol ralp was the distance between atoms
cx and P. For small R we followed the practice of modifying the the coulomb energy
between ST2 molecules and ions by the switching function S(R, RL, Ru) given by,

0 R<RL

S(R, RL, Ru) = ( RU-RL) 3  RL<R <RU [4]

I RU<R

The values of RL and Ru were dependent on the types of the molecular species that were
interacting. As mentioned above the tails of the Lennard-Jones pair interactions were cut
off by the truncation function T. The form of T was given by,

R<TI R < RL

T(-) R T< R< R T[5]
T(R) = 1- •-S_

0 RU<R

The same truncation function has been applied to all non Coulombic molecular inter-
actions, with R[=0.63 nm and RL--=0.68 nm. The integers m and n controlled the smooth-
ness of the truncation function at RT and RT respectively. In this calculation n = m = 2
which insured that energy has continous first spatial derivatives.

All the atom-atom and atom-surface interaction parameters are given in Table I. For ex-
ample we see that the (E,a) pairs are (0.3164, 0.3100), (0.1490, 0.2370) and (0.4080,
0.5400) for OST2, Li ion and I ion respectively. The units of the well depth F are
ki/mole and the van der Waals a is in nm . The usual combining rules were enforced for
unlike species, namely: CAB = (EAAcaB)" and CAB= ½/2(FAA + OaB). The st2 model switching
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function (see later) interval ends R" and R" both vanish except for st2/st2 water pairs,
where Rr"sn=0.20160 nm and RM-sn=0.31287 nm.

The atom-surface parameters describing interaction with nonconduction electrons were
chosen to be the same as those used by Lee at a119 , A=17.447x10- 6 kJ(nm) 6/mole and
B=76.144x10"3 kJ(nm)3/mole for 0, l ion and Li ion. The A and B parameters for Hst2
and PCst2 were set to zero. The potential corresponding to these parameters describe a
graphite-like surface. Real metals would have much larger £ ours were deliberately chosen
to be small so as to permit coulombic interactions to dominate the physics.

Table I. The interaction parameters (q, E, ,;, A, B) and mass (m) for all atoms used in the simulations, where
q, =e . E = I KJ/mole . a, = I nm , ,A = 17.447 x 10- KJ. nm6 /mole ,B = 76.144 x 10-3KJ. nmmole and
m,= IAMU. The F and a for unlike atom pairs are formed using the combination rules FAB = (EAAEaB) and
GAR = (GAA + O8n)/

2
.

q/qo e/rE, 0olo m/mr A/A, B/B,

OST2 0.0000 0.316 0.310 16.0 ! 1
H_ST2 0.2357 0.000 0.000 1.000 0 0

PCST2 - 0.2357 0.000 0.0 0.0 0 0

Li 1.0000 0.149 0.237 6.9 1 1
F - 1.0000 0.050 0.400 19.0 1 1

Cl - 1.0000 0.168 0.486 35.5 1 1
Br - 1.0000 0.270 0.504 79.9 1 I

1- 1.0000 0.408 0.540 129.9 1 1

In the equations of motion bond lengths and angles were explicitly constrained by a
quaternion formulation of the rigid body equations of motion 63. The equations of motion
were expressed as a set of first order differential equations and a fourth order multi-step

numerical scheme with a 2 fs time step was used in the integration. At each time step
a small scaling correction was made to the quaternions and velocities to correct for global

drift. Also the global center of mass velocities in the x and y directions was set to zero

at each time step by shifting the molecular translational velocities.

In the analysis of configurations the first 100 ps were used to equilibrate the system and

subsequent configurations were used in compute properties like density profiles. There
were exceptions where it was evident that the system had not equilibrated. In practice it

was found this occurred frequently in three ion systems, as in the case of a cation in the

presence of two coadsorbed iodide ions. All the simulations were run to 1000 ps or
longer, so that generally 900 or more configurations one ps apart were used to calculate

averages. Typical density plots were derived from bining configurations stored every ps

and with bin widths of 0.005 nm or larger.
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EQUATIONS OF MOTION

All molecules, in this study, were assumed to be a rigid collection of point atoms, so that

all bond lengths and bond angles within a molecule were fixed. To evolve a collection

of these molecules a quaternion formulation of the rigid body equations of motion was

used6 3 "6 5 The center of mass position (Ri) and velocity (V,) was used to describe the

translational degrees of freedoms of molecule i. The orientational motion of the molecule

was described by the quaternion qj = (q,, qi, q?, q,3) and the rotational velocity (o,), as

measured in the body frame of the molecule. The one exception to this was for

monatomic molecules, in which case the orientational degrees of freedom were not

needed.

The discussion of the equations of motion begin by considering the potential energy U.

From Eqn 3, it can be seen that the potential energy can be treated as a scalar function

of the variables (R ,..., RN; r1,.... r.), where N is the number of molecules and n is the

number of atoms in the entire system.

U = U(R1 .  RN; rI ., r) [6]

Of course not all these variables are independent. However for the purposes of the fol-
lowing two definitions they are treated as independent variables.

fa-Vrau, F1 -VRU. [7]

The total force FT and torque ri, can be expressed in terms of f, and Fj as

Fi =F,+ If. i Y= Z(r. -RR) x f, [8]
caE Ai aE Ai

The translational motion of the molecule is described by the first order ordinary differen-

tial equation,

dR1  dV. T
= Vj Mi = Fi. 9di ' dt

For the rotational motion it is convenient to work in the body axis of the molecule, where

the moment of inertia 1i is diagonal and time independent. It is useful to define the op-

erator Qi

"q -qjq -qi jO;t cj-jq [10]Qi 3- 0- 1[-j qj q~j
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and the body frame rotational force

,1 I IlI

Using these quantities above, the following first order ordinary differential equations can

be written to describe the rotational motion

bdqi A ,b ,b doi R
d = oi di [12]

This set of equations conserve the total energy for time independent potentials (U) . A

constant temperature ensemble may be simulated by introducing a velocity dependent term

in the acceleration terms to constrain the total kinetic energy. The constant temperature

equations of motion are written as

dRi = dvi- TF-YVidt -Vi "i di

dqi A b ^Ab d)i= R b [13]
=Qii"di =Fi - 70i,

Y = (1ViF, + COi Fi )1(2K)
i

This choice of y ensures that the total kinetic energy of the systems is constant.

INTRODUCTION TO THE RESULTS

The purpose of this section is to briefly introduce and explain some of the terms and

concepts used in the description and discussion of the results. We define inner layer, inner
surface field and the external or as we will also refer to it the 'uncompensated' field.

In our calculations the inner layer is defined to be all ions and molecules in contact with
the electrode. Recall that the surface is represented by a 9-3 potential that acts on the
center of the molecules and ions. This means that in our model the inner most layer, i.e.,

the first layer, has a simpler structure because steric effects due to dimension perpendicular

to the surface are suppressed. In a more realistic model Pauli repulsion would ensure that

the center of water was closer to the surface that the center of an iodide ion. One conse-

quence of our model is that some hydrophobic effects at the surface are accentuated, and

some steric effects based on volume are decreased in importance.

In equilibrium states the charge on the flat electrode is just the net image charge, which

is equal in magnitude but opposite in sign to the sum of the charges on the ions. In this
case there is no field in the bulk because the fields from the ions and their images cancel.
When the charge on the electrode is only the image charge, then the potential drop occurs
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1b A

between the metal surface and the ions. There is essentially no electric field beyond the

ions. We call the field generated by the ions and their images the inner surface field.

Since the water molecules have large permanent dipole moments those molecules between

the ions and the metal will try to align with the field.

it is useful from the theoretical point of view to stress the system by placing extra un-

compensated charge on the electrode. In this case there is a field across the sample, just

as occurs when we have water without ions between charged plates. We refer to this field

as the external, applied Or uncompensated electric field. In general then we can think of

the total charge on the electrode as the sum of the image charge and the extra uncom-

pensated charge. In passing we emphasize again that in electrochemical systems it is not

possible to have uncompensated charge (i.e., unshielded) on an electrode immersed in

electrolyte. However, it is possible in principle to place uncompensated charge on an

emersed electrode, so that there are physically realizable states resembling those of the

immersed model with uncompensated charge. However the uncompensated charge den-

sities reachable in practice are about 100 times smaller than the ones used in this paper.

In our calculations with uncompensated charge we have deliberately chosen charge den-

sities equal in magnitude to the image charge density in order to better understand the

effect of the surface field on the inner layer of water.

Finally we state again that the inner surface field is localized close to the metal, in contrast

to the field of uncompensated charge which extends across the entire sample. At the

surface the total surface field consists of the inner field and any applied field due to un-

compensated charge.

POSITIVELY CHARGED METAL IN WATER WITHOUT IONS

Water is the common primary chemical species in all the calculations described in this

paper and it is important to know its behaviour in electric fields without the additional

structure changing effects of ions. In this simulation 158 ST2 model water molecules

were confined between the metal surface at z = 0.931 nm and the 'dielectric' wall at z
=-Z 0 * Gap between surfaces is Az =1.862 nm =L the edge length of the simulation cell.

The water film thickness corresponds to about 4.5 layers of water. For comparison we
note that in the calculations of Lee, McCammon and Rossky 19 there were 216 water ST2

molecules equivalent to about six layers. The image plane of the metal was at z = 0.931
nm the right hand surface. Left confining boundary is a dielectric surface (with dielectric

constant E=l) with no image field. The repulsive part of the 9-3 potentials on both sides
Of the box began at lzI=0.682 nm.

There are no ions in this sample. The electric field across the system comes from (un-

compensated) positive charge density of qT = q,,= + I on plate with area L , or equiv-
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2alently an charge density of 0.29e/(nm) . The electric field in vacuum due to this charge

is about 5.2 GV/m . Density profiles in the z direction were obtained by averaging 900

configurations over the xy plane. These profiles are shown in Figure 5. The total surface

field is just the applied field. Since the field attracts negative charge to the metal the water

orients with point charges PC_-ST2 directed towards the metal. In comparing Figure 5

profiles with similar ones obtained by reversing the direction of the external field (not

shown here) we note there is slightly more structure in the negative field than in zero field

(not shown here) or the positive field (Figure 5). The structure is most prominent on the

metal side because the 0-H bond is longer than PC-0 bond and so the proton-proton im-

age interaction being larger pulls the water molecule closer to the metal.

In the PC_ST2 density profile in Figure 5 a distinct shoulder occurs at about 0.7 nm

clearly inside the repulsive region of the 9-3 potential. This is permitted because the wall

potential acts the center of the water molecule not the component atoms. That the system

is strongly polarized as shown by the z component of the dipole density p (z)., and the

microscopic charge density p q(z). There is a very pronounced oscillation at the surface

in both profiles. Given the existence of oscillations in pw'at(z) these are not unexpected.

What is not clear is whether they result from the superposition of two wall effects. This

has been checked with larger N simulations where they occur to the same degree implying

the oscillation is intrinsic to one surface. The microscopic charge density has a small

value in the interior region of the film and a large oscillation centered at approximately

0.7 nm. The dipole polarization shows large negative deviations at both surfaces, and a

uniform positive value across the interior. The behaviour of the dipole and charge den-

sities is that consistent with a high dielectric response material.

All the simple rigid water models display dielectric saturation at high fields because reo-

rientation is the possible relaxation process, and when the molecules are all highly oriented

the dielectric is saturated. In the fields in the calculations used by Brodsky et a122 , 23

water was highly oriented and close to saturation, since their system like the one studied

here polarizes by molecular reorientation. We have also repeated our calculations in fields

up to 1.5 times stronger and find that the interior polarization increases linearly, implying

that dielectric saturation has not occurred. However the response of molecules near the

surface is different and the dipolar density did not increase linearly with the external field.

This is consistent with the presence of more highly oriented and more densely packed

water molecules next to the surfaces.

The question of dielectric response of thin films and near surfaces in larger systems is of

great interest. If we assume linear response of the electric polarization to an external field

then the dielectric constant is given by

-= I - 2zq j (zG) dz' [14]
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In the integrand Pý is the dipole density parallel to the surface normal (z) averaged over

the xy plane. The electrode charge is qT and the integration limit is bounded z < L/2.

The central portion of the dipole density is linear in the applied field, and appears to

provide a convenient 'quick' and unambiguous way to calculate the dielectric 'constant'
E... However in practise this is not easily realized because to check convergence one must

evaluate the integral for very large system to avoid interference from the walls.

300 1
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0

>, 0
U)
C

(D 10 Total Charge Pq(Z)

E3 0i ~z

-2

-0.8 -0.4 0.0 0.4 0.8
Distance z / nm

Figure 5. Water without any ions between charged plates with qr = q., = + 1. Component density profile
plots for 158 ST2 water molecules adjacent to charged metal electrode on right side. The total electric
charge density on the electrode is one positive electron on the simulation plate of area L2, where L = 1.862

nm. 0.29 e/(nm) 2 The vacuum electric field is approximately 5 GV/m.

FLUORIDE SOLUTIONS. STRONG ELECTRIC FIELD EFFECTS

In this section we discuss several simulations performed with one and two fluorides in the

cell (effective ionic concentrations of 0.35 M and 0.70 M respectively) containing 157 and

156 water molecules respectively. We will show that at the higher concentration there is
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more dense oriented layer of surface water and that the inner surface electric field drives

the effect.

Figure 6 shows some representative results for one fluoride ion in the form of density

profiles for the fluoride ion and the atomic components of water. In this calculation

qT = q= + I and q., = 0. The surface field arises from the negatively charged fluoride ion

300- I

,-PC-st2 ppc(z)

E

,,200 ,-H st2 pH(Z)

E

ID
z100

20

-0.8 -0.4 0.0 0.4 0.8
Distance z /nm

Figure 6. Adsorption of fluoride anions. Density profiles for one fluoride F and 157 ST2 water molecules

between a metal electrode and the dielectric boundary. Charge on the metal qT = q,., = + 1. Image plane at
z = 0.931 nm . Repulsive portion of the wall potentials begin at Izi = 0.682 nm. Note oriented water layer
forming near the metal (rhs) with point charge (PC top curve) pointing at metal.

and its image. Because the ion is distributed uniformly in the xy plane the surface electric

field is similar to that inside a capacitor (with a 1.4 nm gap). Features in the water density

profiles near the metal surface resemble those already seen for water without ions in

Figure 5.
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Features on the left at the dielectric boundary do not compare well, in fact they resemble

water in zero field (not shown here). These results show that in the single ion case there

is no field at the dielectric and a high field at the metal surface. This indicates that the
inner field felt by surface waters is similar to the externally applied field in the absence

of ions. Closer comparison shows that at the metal side the water peaks are uniformly

stronger. In particular the PC_ST2 density profile shows a distinct peak near 0.75 nm, to

be compared with the shoulder at 0.7 nm in Figure 5. The extra height and structure may

be due to water in the solvation sheath of the fluoride ion at its position of closest ap-

proach. Recall that the fluoride ion is strongly hydrated and shows no propensity to

contact adsorb. Fluoride remains hydrated even at the point of closest approach (ca. 0.55

nm) to the metal. However at this distance the solvation shell is splayed against the

electrode. The distribution is broad (-0.4 rnm to 0.5 nm, peak near 0.2 nm) covering almost

all accessible configuration space consistent with the ion being strongly hydrated and a

permanent resident of the diffuse layer. Note also that the fluoride distribution is diffuse

across the entire water film, and there being no hint of a sharp plane or barrier (equivalent

to an outer Helmholtz plane OHP in the traditional model) across which the ion is pre-

vented from passing. In these simulations the fluoride behaves more like a strongly hy-

drated ion in the Grahame model of the electric double layer. Figure 7 shows density

profiles for the case of two fluoride ions in the simulation cell with 156 water molecules.

The total microscopic charge density is also shown. Charge on the metal qr = q.,, = + 2.

The density profile for two fluorides resembles that of a single fluoride except it is shifted

further from the metal (range is from -0.5 to 0.5 nm with the peak near 0.0 nm). The

electric field due to metal charge and ions is zero near the dielectric boundary as seen by

comparing water component profiles with previous two figures. The inner surface field

has a much higher value as judged by sharper more intense peaks near the metal surface.

The sharp water peak near 0.65 nm has twice the interior density value. Some of this

water has one PC pointing at the electrode. Also note that the fluoride density profile is

shifted away from the metal surface, consistent with the notion that the compacted layer

of surface water hinders the approach of strongly hydrated ions. This effect is consistent

with the concept of the OHP being approximately two water molecules distant from the

electrode. The position of the first H_-ST2 peak, and the near surface oscillation in mi-

croscopic charge confirm the overall picture as described.

Next we show the importance of the long range interfacial dipole field by repeating the

calculation for one fluoride shown in Figure 6 with an uncompensated field equivalent to
2

a charge of one positive electron on the plate area L . The charge on the metal is given
by qT = qim + qu = + 2, with 'ri, = q,= + 1. Figure 8 shows the density profiles for one
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fluoride F and 157 ST2 water molecules between a charged metal electrode and a

dielectric boundary. Note the similarities in the density profiles for water and its com-

ponents in the range z > 0 nm in Figures 7 and 8. In this region the density profile almost

300 1

200 _st ppc(Z)

100SE H st2 PH(Z)

0

"CD Water PH20()
CD 0

.n - Fluqride PFW
E 1
z 0

25 - . Total Charge pq(Z) x2

0

-25 I

-0.8 -0.4 0.0 0.4 0.8
Distance z / nm

Figure 7. Adsorption of anions continued. Density profiles for two fluoride F and 156 ST2 water mole-

cules between a metal electrode and the dielectric boundary. Charge on the metal qT = q,, = + 2. Image

plane at z = 0.931 rim. Repulsive portion of the wall potentials begin at Izl = 0.682 nm. Note the high

density oriented water peak near 0.65 nm and the shift in the fluoride distribution away from the metal

compared to Figure 6.

superimpose. Since we have shown that the water profiles are sensitive to the electric field

it suggests that the inner fields are almost the same in the two cases. Furthermore these

calculations show that it is the field in the inner layer and not steric effects due to ions

that drives the structural changes.
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Figure 8. Adsorption of anions continued. Surface electric field effects. The charge on the metal is given

by qr = qj,, + qý, = + 2, with qj,, = qý, = + 1. Density profiles for one fluoride F and 157 ST2 water molecules

between a charged metal electrode and a dielectric boundary. Note similarity of water and component

density profiles in Figure 7 for z > 0 nm. Image plane at z = 0.931 nm. Repulsive portion of the wall

potentials begin at Izl = 0.682 nm.

ELECTRIC FIELD EFFECTS. CASE STUDY OF SODIUM FLUORIDE

In this section we consider the effect of interchanging anions and cations with similar

strengths of hydration. We have chosen NaF solutions to explore this case, and have

chosen to work also with an uncompensated field (quc = +1) to mimic higher effective

concentrations than actually used in the calculation.

Figure 9 shows the density profiles for a simulation with one fluoride F', two sodium ions

Na 4 and 155 ST2 water molecules between a charged metal electrode and a dielectric

boundary. The charge on the metal was qr = qi + q.c = - 2, with qm = q., = - 1. Note that
even though the field has opposite sign there is a superficial similarity of water density

profile with those shown in Figure 7 and 8.
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Figure 9. Approximate equivalence interchanged anions and cations, part I. The charge on the metal was

qT q=,q + q,. = - 2, with qj. = q, = - 1. Note similarity of water and component density profiles in Figure
7. Density profiles for one fluoride F, two sodium ions Nae and 155 ST2 water molecules between a

charged metal electrode and a dielectric boundary. Image plane at z = 0.931 nm . Repulsive portion of the

wall potentials begin at Izl = 0.682 nm.

Figure 10 displays the profiles for two fluoride F, one sodium ions Na+ and 155 ST2
water molecules The charge on the metal was now positive qT =qjm + ,c = 2, with

q,, = q., = + I. Note similarity of water and component density profiles in Figure 7. Note
also that the density profiles for Na and F in Figures 9 and 10 when interchanged are al-

most the same. These calculation extend to mixed electrolytes the conclusion reached in
the last section that the water structure in the inner layer is the result of surface electric

fields.
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Figure 10. Approximate equivalence interchanged anions and cations, part 2. Note similarity of water and

component density profiles in Figure 7. The charge on the metal was positive qr = q,. + qý.= 2, with

,.= q = + i. Density profiles for two fluoride F, one sodium ions Nae and 155 ST2 water molecules

between a charged metal electrode and a dielectric boundary. Image plane at z = 0.931 nm . Repulsive

portion of the wall potentials begin at Izi = 0.682 nm.

SMALL CATION COADSORBED WITH IODIDE IONS

In this set of simulations we explore another important aspect of adsorption on metal

electrodes, namely the ability of strong contact adsorbers like iodide ions I- to adsorb on

positively charged electrodes in sufficient excess to change the sign of the charge at the

interface as observed by an ion in the diffuse layer. In this case cations are attracted out

of the diffuse layer region to compensate the excess negative ion charge at the interface.

The lithium ion was chosen as cation. We have performed these calculations without and

with uncompensated charge.

In the first case the charge on the metal was qT= qjý = + 1, and in the second case

qT = qm + q., = 2. Figure II displays the density profiles for all components of the system

and the microscopic charge density. The simulation time was 1000 ps with the first 100

ps discarded for equilibration, and then configurations were stored every 1.0 ps.
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Note that both iodide ions adsorbed in one sharply peaked distribution mostly inside the

onset of the repulsive wall region, but with a small tail out to smaller z positions. The

iodide distribution in zero field is characteristically different from the case when an at-

tractive field exists there being a longer tail into the electrolyte indicating a more weakly

bound state. The single Li ion occupies a (possibly weakly bimodal) diffuse-like distrib-

ution between -0.6 nm and 0.6 nm. The water profiles hint that the inner surface electric

field across the first water layer is weak because the iodide charge is so close to the metal,

i.e., the waters are outside the main part of the capacitor is this model. Additionally the

large size of the iodides tends to exclude some water from the surface.
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Z 0 •. .. " ltlr"

50 l -Total Charge Pq(Z) x5
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-0.8 -0.4 0.0 0.4 0.8
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Figure 11. Coadsorption of ions. The charge on the metal was qr = qj,, = + 1. Interface becomes effectively
negatively charged after the adsorption of two iodide ions, thereby attracting the positive Li ion. Density

profiles for two I, one lithium cation Li+ and 155 ST2 water molecules using the immersed electrode model.

In the second case the charge on the metal was qT = q,,, + q., = + 2 due to the presence of

the extra charge quc = +1. The net charge on the electrode repells the lithium ion. Figure

12 displays the density profiles for all components of the system and the charge density.

The simulation time was 1000 ps with the first 100 ps discarded for equilibration, con-

figurations were stored every 0.5 ps. Note that both iodide ions were adsorbed in a sharply
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peaked distribution that resembles the single adsorbed iodide distribution calculated by

Glosli and Philpott16 . The single Li ion occupies diffuse-like distribution between -0.6

nm and 0.3 nm and peaks around -0.1 nm. The region between 0.0 and 0.3 nm defines

a region of reduced probability of penetrating into inner layer and contacting either the

wall or the adsorbed iodide ions.

It is noticeable that the water structure near the metal surface though less well defined than

in the case of adsorbed fluoride (see Figures 7, 8 or 10) shows more structure than in

Figure 11. Overall the structure resembles water in the field of a positively charged

electrode as shown in Figure 5. Some artifacts are expected due to some surface PC

reaching the high field region between the iodide layer and the metal.

A final word of caution. The statistics for lithium ions in the simulations described in this

section are not as good as in previous calculations. The presence of two iodides on the

surface creates a rough surface and the calculations should be run several nanoseconds to

permit the positive ion to explore all configuration space.
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Figure 12. Coadsorption of ions continued. Density profiles for two F, one Li+ and 155 ST2 water mole-

Cules next to immersed electrode. The charge on the metal was qT = q- + q,, = + 2.
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CONCLUSIONS

In this paper we have shown how a simple model suffices to mimic many phenomena

familiar from experiments on electric double layers at the electrolyte-metal interface.
There was emphasis on electrostatic interactions and understanding the role played by the
inner surface field in driving structural changes in the surface water layer. This is ex-
pected to be important for all polar systems. A key element of the calculations was the
use of the fast multipole method to accurately and efficiently calculate coulomb inter-
actions so that macroscopic electric fields were computed correctly. Among the phe-
nomena studied were: an oriented boundary layer of water at the electrode when it is

charged, penetration of nominally diffuse layer species like hydrated fluoride into the inner
layer, and attraction of cations to a positively charged electrode induced by contact
adsorption of large ions like iodide.

Finally we point out that the techniques described in this report with minor modifications
can be extended to more complex systems, for example: microelectrodes, polymer coated
electrodes, biological membranes, globular protein surfaces, and clay surfaces.
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Interaction of water with metal surfaces
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A new class of potential suitable for modeling the adsorption of water on different metal sites is
described. The new potentials are simple in form and convenient for use in computer simulations.
In their real space form they comprise three parts: A pairwise sum of spatially anisotropic 12-6
potentials, a pairwise sum of isotropic short range potentials, and an image potential. Two
modifications of the potential are developed. In the first, the anisotropic potential acts only on the
oxygen atom and not on the protons. In the second, the potential acts on all the atoms of the 'water
molecule. In practical calculations it is convenient to transform the potential to a reciprocal space
form in the manner described by Steele [Surf. Sci. 36, 317 (1973)]. Adsorption of water at top,
bridge, and hollow sites on (100), (110), and (111) surfaces of Pt, Ni, Cu, and Al were studied using
two fitting parameters and the results compared with previous theoretical calculations.

I. INTRODUCTION the first-order approximation, is a 10-4 or 9-3 potential.
These models, though reasonable at first sight, fail to predict

Understanding the properties and dynamic behavior of orientational properties of water molecules chemisorbed on
water in the vicinity of metallic surfaces is of fundamental the surface of a transition metal. Existing experimental data1

importance in electrochemistry, catalysis, and the study of for the work function change suggest that the water dipoles
corrosion. A variety of experimental techniques exist capable tend to orient perpendicular to the surface rather than parallel
of providing data about surface adsorbed water, e.g., those to it. In the case of low index faces where the metal atoms
described in the review of Thiel and Madeyl surface infrared are explicitly taken into account, the above-mentioned water-
spectroscopy by O'Grady2 and Melendres, 3 and the x-ray wall potential leads to a conclusion that the preferred adsorp-
technique described by Toney and co.workers. 4 Computer tiQn is on the hollow sites of the surface.5 This contradicts
simulations play an important role by providing detailed mi- the weight of evidence that an adsorption on top of the metal
croscopic insight about the water multilayers, which is cur- atom is the preferred site, as indicated by both the expen-
renaly unavailable from laboratory experiments. A matter of mental observations 9  and the quantum mechanical
primary importance for performing a computer simulation is, calculations.10-14 It is therefore a challenge to find a water-
of course, the knowledge of the relevant interactions. Our metal surface potential function that is simple in form and
purpose in this paper is to describe a new, simple potential still describes the observed preferences.
function useful for molecular dynamics simulations of Extended Hiickel molecular orbital calculations of a wa-
metal-aqueous interfaces. The weight of. experimental and ter molecule on top of a cluster of five platinum atoms1 0

theoretical evidence to be surveyed briefly later, supports the were used by Spohr. and Heinizinger 15 and Spohr16 to fit the
adsorption of water with oxygen atom down on the top site water-surface potential: to a set of exponential functions.
of a metal surface. In contrast a pairwise sum of 12-6 Berkowitz and co-workers17"18 have prescribed potential
Lennard-Jones (LJ) potentials predicts the binding energy or- functions for water-Pt(100) and water-Pt(ll1) interfaces
der for adsorption as hollow>bridge>top sites. It is also based on the Heinzinger-Spohr form, but incorporating the
clear that the electronic properties of the'metal play a critical lattice symmetry and corrugation explicitly. These potentials
role in the interaction with water which is weakly chemi- usefully describe the chemi'sorption bonding, but not the im-
sorbed rather than physisorbed, and that the chemisorption age contribution or its contribution to long range interfacial
bond directs adsorption to the top site. The key idea in our electric fields. In a quite separate approach Siepmann and
development is the introduction of a simple angular depen- Sprik 19 have modified the bond-angle-dependent potentials
dence into the traditional 12-6 Lennard-Jones potential to developed for covalent solids20 by the use of overlapping
Mimoic the directionality of the chemisorptive bond. Gaussian charge distributions centered at the metal atoms, as

In the earliest studies the water-surface potential was a compromise between the image charge formalism and a
assumed to have two components, image terms to describe microscopic description of the electronic structure. These
the Polarization interaction of molecular charge with the con- more complicated potential models are in qualitative agree-
duction electrons and 12-6 Lennard-Jones terms to account ment with more elaborate ab initio calculations and existing
for Pauli repulsion and the dispersion attraction interaction experimental data.
"With all electrons in the core and conduction band. We will Finally, we make a comment about Xe on Pt, another
refer to this latter part as the core term. Earlier efforts5- 8  weak chemisorption system. Recently, Barker and Rettner2'
described the interaction of a molecule and the conduction have used a large body of energy and angle resolved gas-
electrons of a metal often by truncating the image potential surface scattering data to derive a benchmark potential for
to the leading term. In practical computations, the core po- the Xe-Pt(l 11) system. For water-metal systems there is
lential part often appears in its integrated form which, within currently no single molecule-surface scattering data and a
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much less sophisticated approach to deriving a potential is 1 - er

desirable. qimage= 1-- q. (2

II. POTENTIAL ENERGY FUNCTION The "correct" choice of the image plane position has be,

The physisorption of molecules on insulators has been the subject of much debate. It is not deeper into the naetý
usefully modeled in many cases using a pairwise sum of than the first nuclear plane for low index faces. This is tposition we will assume. For a grounded ideal metal, the
atom-atom Lennard-Jones 12-6 potentials and r- 1 Coulomb rositioe will assum e . For a gal,.

potetias. he xtesio ofthi moel o ametl wuld relative permittivity c, is infinite, and qimage= -q. For a me!.potentials. The extension of this model to a metal would -cl oee yon ieec on hreitrcswt
describe the molecule-core electron interaction with ecule modeled bypoint sites, each point charge interacts wi

witho a all the image charges by means of a Coulomb potential
Lennard-Jones (UJ) potential and the molecule-conduction
electron interaction with an image potential. In practice the
Lennard-Jones potential also includes Pauli repulsion and at-. Vw-cond= Z (3)
tractive dispersion interactions for all the electrons making I.k 2rk , (3)

up the metal. This does not work for water, or for that matter Where the index l stands for the real charge and k for the
the adsorption of Xe atoms on Pt.21 Many-body effects other image Charge with I being their distance apart. Since

than those giving the asymptotic image interaction are ex- polarization response of the surface changes with the addi.
pected to be important for the adsorption on metals. It is not tion of new molecules, Eq. (3) describes a nonadditive Sur.
correct to treat a metal surface as a simple assembly of un- face polarization.
correlated atoms; nonadditive interactions should be incorpo- The second term in Eq. (1) contains the anisotropic
rated. However, to'obtain a concise potential ina form which short-range potential and the short-range r-T. potential (n
is convenient for adjusting parameters and useful in com- integer).and so re I
puter simulations, it would be very helpful if one could treat idee e
the many-body contribution in an approximate but effective Vw-ore= Vw-n + vw-i,, (4)
manner. In this section, we show that this possibility indeed
exists. Introducing angular dependence into the traditional LJ where Vw-i, is the isotropic short-range part and V, con.

potential can make the top site most favored for a water tains the anisotropic part. The anisotropic contribution comes
molecule in an oxygen down geometry. from many-body effects including the polarization of core

-The two potentials described below are labeled Al: and electrons of the metal atoms. Next we construct both these
A2, the latter being the all atom model. In both there is a LJ parts separately using pairwise sums and then use transla-
potential modified by incorporation of angular dependence. tional periodicity to reduce them to usable forms. Henceforth
Instead of spherical symmetry, the repulsive and attractive we drop explicit reference to water (label w).
parts have the symmetry of an ellipsoid of revolution.. Sev- To begin, consider a perfect crystal surface in which the
eral interactions contribute to angular dependent terms::.First basic vectors of the lattice are a, and a2 . Next consider a
is the chemisorptive bond interaction involving mixing of point particle p at r=,(pp ,Zp) where zp is the perpendicular
orbitals from the metal and oxygen, another comes from the distance above the surface and pp is the projection of rp onto
interaction between the permanent dipole moment of the ad- the surface plane. The label p stands for 0 or either of two H
sorbed molecule and the induced moment of the solid atoms. For convenience we choose the x axis to be parallel to
atom. 22 Repulsions due to overlap of electron clouds at short a, and take origin to be at the inversion center of the first
separations are also considered in this modification. In addi- lattice plane. Let the atoms j of the surface plane be located
tion, extra terms proportional to r-K are introduced tomimic at
short-range bonding that pulls the oxygen atom closer to the
top atom. These angular dependent, short-range interactions = ljaI +n 2 ja2  .. (5)
allow better modeling of the adsorption of water on metal then the distance between atom j-and the particle p is written
surfaces. In simulations where metal atom dynamics and sur- _ 2 + (

face reconstruction are not considered, it is useful to explic- .p- (6)
itly incorporate surface lattice. translational symmetry using 2_2+2 a a o

the method first proposed by Hove and Krumhansl23 and where pp pi,

subsequently universally adopted.24' 25  the vector.
In both models, the potential for one molecule interact- (7)

ing with the metal is written rpj-rp-l1"

Vw~met= Vw-cond+ Vw-core, (I) In this frame the anisotropic part of the potential has the
form

where the first term represents the water molecule- ,6/
conduction electron potential and the second term the S = Ps
molecule-core electron contribution. As usual, we approxi- Va(pj ;rp) =42•2 (P°/_2
mate the first term by a classical image potential. The image ) \ ) (8)
charge qimage of a classical point charge, q is located at the
symmetrical position below the image plane and has the which, in essence, is a generalization of the well-known 12-6

magnitude26  Lennard-Jones interaction. Here a is a scaling parameter that

o : ,• •_ hem • t• "' '! • "• • t -
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cts differently on the repulsive and attractive parts and gives Analogously the short-range component Visr can be writ-

ie potential its anisotropy between directions in the xy ten

lane and the z axis. In our calculations a was set equal to rEPS 2,Cn(P) n-2
1.8, since much smaller values would not be consistent with V p) - U P

vealdy chemisorbed molecules. The summation in Eq. (8) is isr A cell n-2 Z

aken over all atoms j of the surface. n-2
The short-range isotropic contribution can, in general, be + 2 G(gu ;gp. p) 2

lescribed as gj

ir42cP'" (n/2-1)-
V(np;r) 4 e (9) j / Kn2-I(jz (13)• . j rz

xvhere C,, is a fitting parameter with n ,being an integer. The in terms of the same set of geometric factors G. Note that the
cale factors op and i are separated for mathematical con- G factors depend on the symmetry of the lattice plane and
venience. Vrare different for (111), (100), and (110) planes.

Now' that we have described the form of the water-core We conclude with explicit lists of the geometric factors
interactions for the two models we can write down the corn- for each of the three main low index planes' starting with the
plete potentials for 'the two cases. In the first model (Al) we square lattice. For the (100) plane where IaiI=1a21=aAI2 and
have Acenl=a 2/2, the lengths of the two-dimensional gj vectors in

VAI = V-.o-1-+V.(O;ro) t- Visr(8,0;ro) the reciprocal lattice space are given by

-Y Vir(6,H,rH). (10) 2 (g2l +g 2 )1 2,

H 
a

In the second model (A2) we have where a is the lattice constant, gjl and 9j2 are integers,
which satisfy gj=constant. Accordingly, we write the dot

.VA2 Vw-cond+ V.(O;ro) + Vi.( 10,O;ro) product of gj and p as

21r
+• [V•(H;rH)+Vi.(10,H;rH)]. (11) gj'p=- (gjlx+gj2Y). (15)

Note that in the second model A2, both the oxygen and hy- Straightforward manipulation of Eqs. (14) and (15) leads to

drogen atoms in water interact with the metal atoms through the following explicit expressions for the first five leading

the anisotropic Lennard-Jones potential, and the short-range terms of the corrugation factors G:

interaction now has an inverse tenth power dependence. This G(gl ;g -p) = cos /3 X+ cos fjyy,
latter change is needed to describe the atomic polarization
under strong electric field near the metal surface. The physi- G(g 2 ;g2 "p)=2 cos 8t:x cos f8yy,
cal origin of such electrostatic field is the deformation of the
electron cloud within a metal.27-29 We shall show that model G(g 3 ;9g3 " P) = cos 2jt:x+ cos 2,fyy,

A2 improves the binding energy, the equilibrium distance, G(g 4 ;g4 " p)=2(cos 2,6,x cos f3 yy
and the adsorption via hydrogen atoms over model Al but at
the cost of more complexity. +cos Oix cos 2tOy),

Following the derivation of Steele,24 '25 the lattice sum'in and
Eq. (8) is transformed to reciprocal space.

o.2S 10 2 4 G(g 5 ;g 5.p)=2 cog 4f3,x cosaflyy,
8 irepýo UPS__ a 0aoS

Va.(p;rp)= Acel l 4Z4  corresponding to e1=f0x, 92=,2, 93=2f8x, g4=v5flx,
and g5 =2g 2. In the above equations; fix=f3y=2V22ir/a.

. 0 io 5 The situation for (110) surface is similar, except for
+1gG(gj O 7 ) K5 (gjzla) 1al1=]a21/2=a/,2. Accordingly, Eq. (14) is replaced by

g 2 gj= 1  (2gl +g-2)
1/2  (16)

-a 4 ý I K2 (agjz) (12) agj

which leads to

In the above equation, the label p is omitted on the right- 2T
hand side from p and z, Acell is the surface area of a unit gj~p=- (,2gjlx+gj2y).
lattice cell, Km(•) stands for mth order modified Bessel func-
tion of the second kind, and G (gj ;gj .p) includes contribu- Since the Fourier series converges relatively slowly at small
ti0•ns from all the trigonometric factors cos(gj.p) with the z for this surface, we keep the first ten terms, corresponding
.restriction that the magnitude of gjis a constant, equal togj. to gl=2irla, g2=v2gl, g3=v3gl, g4 =2gl, g5 =v6g1 ,
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g 6 =2g2 , g 7 =3gl, g8 = 1lgl, g 9 =2g 3 , and gl 0 =4gt. TABLE II. Potential parameters. a=0.8, o',=0.316 rnn, 0oo=0.286 nn•

These corrugation components have the form of O'H=0.2 5 6 nm, iw=0.650 kJ/mol, Eo=0.229 kJ/mol, c4=0.0845 kI/mol.

G(g 1 ;gl.p)=cos 6,y, Metals CIO (0) C1O (H) C8 (0) C6 (

G(g 2 ;g 2 "P)=cos A3x, Al 1.60 0 2.32 1.3
Ni 1.25 0.8 1.85 1.1

G(g3;g3-p)=2 cos flx cos 6yy, Pt 1.28 1.2 1.43 0.75

G(g 4 ;g4.p) =cos 2/3yy,

G(g 5 ;g 5 .p)=2 cos fo.x cos 2f3,y, III. RESULTS AND DISCUSSION

G(g 6 ;g 6 .p)=cos 2,8,x, In this section we describe calculations with the two
forms of the potential for different low index planes of Sone

G(g 7 ;g 7 .p)=cos 3/3yy+2 cos 2fx cos fyy, fcc metals. In all the calculations, we set a=0.8, which re-

Sc oduces the effective radius for the repulsion and increases the
G(g8 ;g" P) = 2 cos Ihx cos 3jyy, radius for the attraction through inverse dependence in the

G(g9 ;g9 " p) = 2 cos 2P6x cos 2fyy, second term of Eq. (8), when the projection vector ppis not

null. The simple point charge model SPC/E is used to repre.
and sent the water molecule. Its geometry, partial charges, and

G(g 1 o;g10 " p)= cos 4fyy Lennard-Jones parameters are used for model Al. For model

A2, the Lennard-Jones parameters were replaced by taking
with fP=g 2 and fly=gI- the oxygen as a neon atom with o-0=0.286 rum, e0 =0.229

In the case of (111) plane, Iail=Ia2 h=a/42 and kJ/mol, 30 and hydrogen as a helium, with oH-=0. 2 5 6 nm, and

Acein=43a 2/2. The magnitude of gj is evaluated by cH=0.0845 kJ/mol. 31

4 ," The Lennard-Jones parameters for the metals were taken

9j= 3 (gj2 gi 22 gjlgj2)ll2 , (17) from the literature. Table I lists the potential parameters
evaluated from a variety of crystalline state physical proper.

which gives gl=2fy, g2 =v3gl, g3 =2gl, g4=v7gl, ties at a wide range of temperatures 32' 33 and the lattice

g5 =3g 1 --- with 8,,=2v12'7ra and fly= 2f8,=I3. For such constants30 for a selected set of metals. To get the coupling

configuration, the dot product parameters (so-called mixed Lennard-Jones parameters;
needed for the two forms of potential described in the lasi21r

g*p=-- [(2gj1 -gj 2)x1,!3+gj2y1, (18) section we used the parameters just described and the well
known Kong's combining rules.34 This limits the number 0Y

yielding the first five terms in the Fourier series: the fitting parameters to the two C's in Eqs. (9)-(11), excep
in the case of Al where there was only one parameter. Ih

G(gl ;g" p) = cos 2f6yy + 2 cos 6,x cos fyy, passing we comment that since the Lermard-Jones radii an(

G (g2 ; 9 2 p) = cos 2,0,x + 2 cos 8x cos 3 energies used in A2 do not depend on the particular model

readjustment of parameters for other water models that hayv

G(g 3;g 3 "p)=cos 4fyy+2 cos 2f8.x cos 2p,,y, different geometry and point charges is straightforward.
Reported in Table II are the coefficients for the angula

G(g 4  p) =2(cos 3P6x cos /yy independent, short-range interactions in Visr of Eqs. (9)-(1l)

+ cos 2,8,x cos obtained by a fit to the ab initio binding energies of water 01
Ni(l11), 14 Pt(100),'° and Al(100).11 For the case of alumi

+cos /flx cos 5 3yy), num, we simplified the calculation further by settin

" G C 1O(H)=0. In this study, we define tho atop site as the posi
G(g 5 ;gs5 .p)=cos 6flyy+2 cos 3I3xx cos 3Jflyy.

In most cases, only the first few expansion terms are neces-
Inmosto acies, sufytheficient a pac n H ers frsme nexs- TABLE 1H. Adsorption energies of water on nickel surfaces (in units

kJ/mol). A: A top; B: bridge site; H: hollow site; Al, A2: present work;YN
treme conditions, there may be a need to keep more terms. Ref. 14; SS: Ref. 19; same for Tables IV-VI.

Al A2 YW SS

TABLE I. Potential parameters (Ref. 33) and lattice constants (Ref. 30) for (100) A -45.07 -44.69 ... -49.0

various metals. 
(100) B -28.53 -28.12 ......

(100) H -21.43 -22.89 ...

Metals e (kJ/mol) o (nm) a (om) (110) A -46.59 -44.58 -5..-5.9

(110) B -29.30 -26.95

A] 37.84 0.262 0.405 (110) H -13.00 -18.17

Cu 39.49 0.234 0.362 (111) A -44.54 -44.86 -44.35 -43.5

Ni 50.14 0.228 0.352 (111) B -30.07 -29.34 -29.71 -28.3

Pt 65.77 0.254 0.392 (111) H -28.50 -26.65 -28.65 -27.4
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tALE IV. Adsorption energeis of water on aluminum surfaces (in units of According to our calculations, the equilibrium distances

.jjmol). MH: Ref. 11. between the oxygen atom of the water molecule and the

Al A2 MH Ni(lll) surface at atop, bridge, and hollow sites are, respec-
tively, 0.25, 0.26, 0.27 nm for model Al and 0.22, 0.24, 0.24

io) A -51.19 -52.33 -51.14 am for model A2, compared with 0.206, 0.209, 0.210 nm of
100) B -23.72 -22.13 -24.12 Yang and Whitten. 14 Both our models predict an equilibrium

(100) H -15.16 -16.83 -14.47 distance that is too large compared to the ab initio calcula-
(110) A -53.06 -52.53

(110) B -24.91 -21.57 ... tions. Model A2 is marginally "better" than Al in yielding

(110) H -7.64 -13.08 .. " the bond distances that are smaller and closer to the cluster
(111) A -50.14 -52.18 ... calculation. Experience with the Xe-Pt potential offers use-
(111) B -25.19 -23.00 ... ful insight here. Barker and Rettner21 pointed out that quan-
(11) H -23.14 -21.45 .. turn chemistry cluster calculations which attempt to approxi-

mate the r-' attractive dispersion interactions by
exponentials will tend to give equilibrium bond distances

tion right above a metal atom, the bridge site as the position that are too short.
above the middle point of the a1 vector, and the hollow site is According to the calculation of Yang and Whitten,' 4 the
the one with a second layer metal atom underneath. There is adsorption energy of water on Ni(l 11) surface is shifted up-
a complication that we did not consider in our calculations, ward by 5.02 kJ/mol when the molecule on the atop site
According to the calculations of Yang and Whitten 14 for Ni, rotates about the C2, axis by 90' so the H-H line becomes
the adsorption energy for the hollow site with no second parallel to the y axis. In our model, the energy difference
layer metal atom underneath is 9.59 kJ/mol larger than the turns out to be much smaller since the distances from the
one with the atom. We considered this effect to be beyond hydrogen nuclei to the nearest Ni atom remain the same after
the scope of the present model and so we took an average the rotation. It seems that the energy shift observed by Yang
value of the two, -28.65 kJ/mol, as the criterion for com- and Whitten arises from some binding contributions absent
parison. It should also be mentioned that all the quantum- in the present model.
mechanical calculation results are based on small clusters, It is informative to examine the energy variation with
and may depart from the surface results significantly. respect to 0k which is defined as the angle between the mo-

Although the fitting procedure is for specific low index lecular dipole moment vector and the z axis normal to the
faces, the parameters determined are equally applicable to surface. In particular, rotating the water molecule on the
other types of crystallographic structure as well as to discrete Ni(111) surface (keeping zo fixed at the equilibrium dis-
atomic layers. This can clearly be seen from Tables III-V tance) by 40=49.750 in the xz plane increases the binding
where comparisons with results from other potential func- energy to 164 kJ/mol for model Al and to -2.94 kJ/mol for
tions and/or molecular orbital calculations are given. Keep in model A2 at atop site, to 135 and -21.5 kJ/mol at the bridge
mind that two assumptions are implicit in the above state- site, and to 70.1 and -17.4 kJ/mol at the hollow site. On the
ment: pairwise additivity approximation for non-Coulombic other hand, the value calculated by Yang and Whitten 14 for
interactions and the validity of the combining rule. Also note the atop site at 4=52.25' is 25.10 kJ/mol. There is a 50
that the adsorption energies were calculated for a molecular difference in the H-O-H bond angle of the SPC/E model
orientation with the oxygen atom closest to the surface compared to the geometry of water in the ab initio cluster.
("oxygen atom down") and with the vector bisecting the However we have chosen 4, such that one of our O-H bonds
H-O-H bond angle perpendicular to the interface, and the makes the same angle relative to the z axis as in the Yang-
line connecting the two hydrogen atoms parallel to the x axis Whitten calculation. Clearly Al overestimates the rotational
(parallel to a,). These calculated results are consistent with barrier while A2 underestimates the rotational barrier.
experimental measurements,9,35-38 although quantitative de- By allowing the molecular dipole to change its direction
termination of the adsorption energy of water on metal sur- along the yz plane, using 4r to measure the angle between the
face is difficult and the data are not currently available, dipole vector and the surface normal, we are able to study

TABLEV. Adsorption energies of water on platinum surfaces (in units of kJ/mol). SH: Ref. 16; RFMB: Ref.
18; HB: RefL10; FRB: Ref. 17.

Al A2 SS SH RFMB HB FRB

(100) A -48.35 -48.58 -43.3 -35.7 ... -48.25 -39.5
(100) B -34.42 -28.26 -22.2 -16.3 -.. . 22.0
(100) H -27.80 -22.32 -20.7 -12.1 -.. . 27.94 -8.2
(110) A -48.24 -48.00 ...............
(110) B -33.82 -27.27 ...............
(110) H -19.61 -17.38 ...............
(111) A -48.71 -49.19 ...-.. . 40.7 ......
(111) B -36.23 -29.29 ...-.. . 26.1 ...
(111) H -34.54 -27.36 ...-.. . 23.9 ......

J. Chem m hs.IMv1
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TABLE:VI. Adsorption energies of water on copper surfaces (in units of 100 ------
kJlmol). RLL: Ref. 12.

Al A2 RLL 0

(100) A -38.57 -37.87 -36.66 A 50 0 A-top site

(100) B -24.01 -24.08 ..- > Bridge site
(100) H -:17.71 -19.60 ... A Hollow s
"(fl0) A -40.41 -37.33
(110) B -24.57 -23.17 ...

(110) H -10.69 -15.69 ... 0
(111) A -38.08 -38.38
(111) B -25.47 -24.97 "-
(111) B -23.91 -23.49

-50
0.1 0.2 0.3 0.4 0.5

Distance from Surface (nm)
dependence of the binding energy upon molecular tilt. Suc-
cessively* tilting Ithe water molecule in increments of 100from the surfaceInormal (ip=0) changes the binding energy FIG. 1. Water-Pt(100) potential (model A2) as a function of,fm toxygen atom from surface plane. The molecule lies in y,=con:
at the top site to -43.65 (0--= 100), -40.86 ((/,=20°), -35.86 with dipole moment vector parallel to surface normal and ox.
( 3 =30-), -28.09 (f-=40), -16.55 (0/-=50°), 0.32 (•tr=600) down. Symbols: direct sums of paiiwise energy. Curves: Fouriex

kJ/mol for model Al and t6 -44.89, -44.96, -45.06, pansion."-45.10, -444.95, -44.32 kJ/mol for model A2. By compari-

son, the corresponding values of Yang and Whitten were:
-47.28, -48:12, -48.12, -45.19, -41.00, -35.98 kJ/mol. can be seen there, the agreement between these twt
The energies computed from Al show a monotonic increase, computations is excellent. The largest deviations, ha
the quantum calculation result displays a minimum around ible in the plots, occur when the particle-wall distanc

=20°-30°. For model A2, the energy minimum is around short. Since the use of the transformed form of thej
0-=30'-406. These discrepancies should not affect the com- energy is computationally much more economica
puter simulation results significantly since they only affect summation of pairwise interaction is not necessary
the water in contact with the surface and decrease rapidly puter simulations unless inclusion of the thermal inm
with increasing distance z. the metal atoms is desired. In Figs. 1-3, about 75c,

The Lennard-Jones parameters obtained from thermody- adsorption energy on the atop site comes from the inl
namic data suggest that Cu, Ag, Au" and Ni form a single with the nearest metal atom. For the bridge site, on.
class, and Pt yet another with stronger binding. Using the hand, the contribution from the two nearest neigi
fitting coefficients of Ni, we' are able to predict the energies about 65%. By comparing the potentials at distance,
for adsorption on copper surfaces.- The results are given in than 0.35 ram in Figs. 1-3 we see that the corrugatio0
Table VI, and show that the predictedbinding energy of wa- tial decays very rapidly with distance z from the mi
ter molecule right above a metal atom of Cu(100)' -38.57
kJ/mol at 0.25 nm for model Al and -37.87 kJ1mol at 0.22
nm for model A2, is in accord with the ab initic results of
Ribarsky 'and co-workers, 12 namely -36.66 kJ/mol at 0.220 100
nm.

All the potential surfaces depicted in Tables IIILVI indi-
cate a preference for water to adopt orientations in which
water dipole moment points away from the'interface and the -50 0 A-top site
oxygen sits down on the surface with the on top site being * Bridge site

the site with greatest binding energy. If more experimental A Hollow site
data were available the potentials described here could be W
further refined. 0

(D)
Using the parameters reported in Tables I and ll, we plot

the potential energy curves calculated from• the analytical
formulas derived in Sec. II for one oriented water molecule
adsorbed at different sites on low index faces of platinum. -50 .S0.1 0.2 0.3 0.4 0.5
The results are shown by the curves in Figs. 1-3. For coin- Ds n fro Sra (. m)

parison, we also plot the potential energies (data points) ob-

tained from the direct summation of pairwise interaction.
Both sets of calculations explicitly included the top two lay- FIG. 2. Water-Pt(ll0) potential (model A2) as a function of di

ers of metal surface atoms and approximated the remainder oxygen atom from surface plane. The molecule lies in y=const
with dipole moment vector parallel to surface normal and oxyof the crystal by means of the 9-3 potential .that comes from down. Symbols: direct sums of pair-wise energy. Curves: Four

treating the remaining half-space in the continuum limit. As expansion.
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o adding the angular dependent, short-range interactions, the
100 -potential well for atop site deepens and shifts towards small

z, while for the bridge and hollow sites the influence is just
opposite. This reverses the preference order for adsorption

5 A-top site energies. The contribution from image interactions is also5 | Bridge site shown in Fig. 4.

A Hollow site In Fig. 5 we plot the total energy of H20-Pt(100) system
versus the O-surface separation. The molecular orientation is

"• 0 such that one 0-H bond vector is perpendicular to the hori-
"zontal surface plane with one hydrogen pointing directly at
the surface. The other 0-H bond lies in the xz plane point-
ing away from the surface at an oblique angle. This mimics

-,50 the situation where chemisorption is through the hydrogen
0.1 0.2 0.3 0.4 0.5 0.6 atom. For such a configuration, we obtain the binding ener-

Distance from Surface (nm) gies of -27.03 kJ/mol at 0.33 nm for the atop site,. 16.87

kJ/mol at 0.35 nm for the bridge site, and -14.43 kJ/mol at

FIG. 3. Water-Pt(lll) potential (model A2) as a function of distance of 0.352 nm for the hollow site (model A2). The corresponding
oxygen atom from surface plane. The molecule lies in y =constant plane values from the molecular orbital calculation of Holloway
with dipole moment vector parallel to surface normal and oxygen atom and Bennemann 10are -24.18 kJ/mol at 0.265 rum for .the
down. Symbols: direct sums of pair-wise energy. Curves: Fourier series first position and -5.94 k/mol at 0.268 nm for the thirdeisxpansion-59 k/o a .68n frte hr
expansion. • position. Model Al does not predict any significant adsorp-

tion via hydrogen atom. Note that the shift in minima for

face. However if the first layer of water is strongly bound in oxygen versus hydrogen down is approximately 0.1 rum. This

an ordered array then indirect effects of corrugation will be is the shift observed by Toney et al.4 in the experiments with

felt further out. bulk water next to a silver surface when the electric field is

When angle dependence of the potential is turned off reversed. This is an added reason for adopting potentials with

[a= I and C,(p) =0], the top site becomes the site of weak- the form described here.

est binding. This is shown for the Pt(l 11) surface and model Compared with other analytical potential functions, the

A2 in Fig. 4. Figure 4 shows how anisotropy is important in present one is physically more meaningful. It contains a

lowering energy of the top site and in decreasing the metal- small enough number of fitting parameters to not overly

oxygen bond distance. As mentioned above, introduction of prejudice the physics. In addition, the functional form is uni-
the angular dependent, short-range interactions to rversal for studying water adsorption on various metal sur-
chemical bonding is essential for mimicing water adsorption faces and can be directly used for systems in which the metal

chemcalboning s esenialfor imiingwate adorpion atoms are explicitly taken into account. As new experimental
on metallic surfaces. The Lennard-Jones potential function

does not produce the correct preferential adsorption site. By or theoretical data on the adsorption energy, etc., becomes

1 0 0 1 0 0
0100
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Angle-resolved ultraviolet photoemission spectra using synchrotron radiation were measured for
oriented thin films of bis(1,2,5-thiadiazolo)-p-quinobis(1,3-dithiole) (BTQBT) on graphite. From
the photon energy dependence of normal emission spectra, the energy-band dispersion of qr-bands
were observed for the highest (HOMO) and next highest (NHOMO) bands. This is the first
observation of intermolecular dispersion in a single-component organic molecular crystal. The
results demonstrate that the BTQBT molecules have a strong intermolecular interaction, which can
be derived from the introduction of a covalent interaction between sulfur atoms in addition to the
usual intermolecular interaction by van der Waals forces.

INTRODUCTION sion of 'ir-bands for oriented thin films of dicyanoquinonedi-
imine (DCNQI)-metal complex, which were prepared using

The energy-band dispersion relation, E=E(k), is a fun- an ingenious method by Wachtel et al.10 Due to the strong
damental basis for understanding the basic properties of sol- charge transfer interaction between adjacent molecules and
ids, such as electrical conductivity and optical properties. metal ions, the band width of the complex is sufficiently
Angle-resolved ultraviolet photoemission spectroscopy large (=0.5 eV) to be observed.
(ARUPS) using synchrotron radiation is a powerful tech- Bis(1,2,5-thiadiazolo)-p-quinobis(1,3-dithiole) (BTQBT)
nique for directly measuring the valence band dispersion. (Fig. 1) is a novel single-component organic semiconductor.
The technique is well established for inorganic solids, and In contrast to multicomponent systems such as complexes
the band structures of various metals and semiconductors which have charge transfer interactions, single-component
have been extensively studied.1' 2  semiconductors were designed to have a strong intermolecu-

For typical organic solids, the energyýband dispersion lar interaction by introducing a covalent interaction of chal-
has been difficult to observe, since (i) the band width is small cogen atoms in addition to the usual intermolecular inter-
(at most 0.1 eV) due to weak intermolecular van der Waals action. by van der Waals forces." For example, tertathiaful-
interaction, 3 and (ii) it is difficult to prepare well-oriented valene (TTF) derivatives containing long alky! chains12 or
samples required for the ARUPS measurement. A few ex- telluro substituents13 show low resistivities of 104--10' fl cm
Perinents have, however, been reported during the past ten at room temperature. BTQBT consists of electron-
years. 4-9 Seki et al.4'5 and Ueno et al.6 first reported the ob- withdrawing 1,2,5-thiadiazole rings fused to a strongly
servation of intramolecular energy-band dispersion electron-donating 2,2'-p-quinobis(1,3-dithiole). As shown in
of o'-bands for oriented thin films of hexatriacon- Fig. 1, the BTQBT molecules in a single crystal form a two-
"ae C 3 (CH 2)34CH3  and cadmium arachidate dimensional network by the short S ... S contact of 3.26 A

1'3(CH2)l 8COO]2Cd. Later, Fujimoto et al. observed the which is much shorter than the sum of their van der Waals
dispersion over the whole Brillouin zone for hexatriacontane, radii 3.70 A, and the network sheets are stackedwith a small
and Ueno et al.8 obtained the complete energy-band disper- spacing of 3.45 A to form molecular columns. 14 The short
0n11 for pentatriacontan-18-one CH 3(CH2)16CO(CH 2)1 6CH 3 . contacts between sulfur atoms are expected to lead to a

Since the intramolecular (interatomic) interaction due to co- strong intermolecular interaction in the solid state. The resis-
0llent chemical bonds is stronger than the intermolecular tivity of a single crystal grown by sublimation is low

,04e, these compounds exhibit a sufficiently large band width (2.71X 10 fl cm) along the column axis. 15 The crystal also
("'5 eV) to be observed experimentally. Recently, Schmeis- shows a Hall effect which is rarely observed in organic
sr et al.9 observed the intermolecular energy-band disper- semiconductors.15 However, the band structure derived from

N -1 kA.ChlA n3



Comparison of Water Models in Simple
Electric Double Layers

Sheng-Bai Zhu and Michael R. Philpott
IBM Research Division Acce;,iok,' Fo

Almaden Research Center NTs C'c...DYIC 1;b:. ''
650 Harry Road u

San Jose, CA 95120-6099 Just.cato

James N. Glosli By _' --- ---- -- -- -- --

Lawrence Livermore National Laboratory D..tr,.i, .

Livermore, CA 94550 Av•:.........

August 9, 1994 Dist .r,.

Abstract

The three bulk water models (SPCE, TIP4P and ST2) are com-
pared in molecular dynamics simulations of electric double layers con-
sisting of a monovalent ion (Na+ or C1-), water as solvent, and a flat
metal electrode. The goal is to identify features of the double layer
that axe sensitive to the model and those that are not. The simulations
are done with zero external field and one non-zero applied field. All
electrostatic image interactions due to the ion and the point charges

constituting the water molecules are included in the calculation. All
the models give rise to several well defined solvent density oscillations
at the metal surface and the first peak in particular can be strongly ac-
centuated by an external electric field. The Na+ ion occupies a diffuse
zone in which its first solvation shell remains intact even when drawn
to the electrode by an external field. One striking difference occurs for

the ST2 water compared to the other models. In a cathodic external
field the Na+ ion does not concentrate near the electrode. There are
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also quantitative differences in the electric potential profiles. Effects
of replacing Na+ with OP- are also studied. It was observed that there
was less structure in the water density profiles with solvated anions.
The Cl- ion occupies a diffuse zone that extends to the surface where
it makes occasional bontact and its solvation shell greatly distorted.
In an external field the chloride ion forms a compact layer at the metal
with no diffuse component to its distribution. Significant differences
in using different water models are observed and are interpreted on
the basis of the relative strength of the solvation and the stiffness of
the liquid.

1 Introduction
In this paper we use constant (N,V,T) molecular dynamics computer simu-
lations to study the sensitivity [1, 2] of the main properties of electric double
layers to the model used. The same model for the metal electrode is used
throughout. The ion parameters were those optimized for the bulk solutions.
We will show that all the models have major solvent structural features in
common, with the simple point charge (SPCE) model and the transferable
intermolecular potential (TIP4P) model being similar in many respects. The
importance of this work is in identifying model independent features likely
to exist in real systems and differences associated with particular models.
All electrostatic interactions between ions and water and the electrostatic
images of ions and water in the model are included in the calculation.

Electric double layers are formed when aqueous ionic solutions contact
charged plates. The ions migrate toward the charged surface until the field
of the surface charge is completely shielded outside a narrow zone (less than
a few nanometers thick at 0.1 M salt concentration) next to the metal. The
region where zero average field begins marks the edge of the bulk electrolyte.
In the bulk region the electrolyte solution is neutral, the average electric field
is zero, and the water molecules are not preferentially oriented. According
to the traditional electrochemical textbook model [3, 4, 5], the electric dou-
ble layer consists of a diffuse part of mobile ions and water stretching into
the bulk electrolyte and a compact part comprising the charged metal sur-
face region and contact adsorbed species. In the diffuse layer, fully hydrated
ions move under the combined influence of thermal forces from neighboring
species and interactions with metal plates as well as external fields. Distri-
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butions in the diffuse layer are described by the Gouy-Chapman theory [6, 71
which takes no account of the detailed nature of the ions other than the
magnitudes of their charges and treats the solvent as a continuous fluid with
given dielectric constant. In the compact layer, if one exists for the system
under study, ions physisorb without electronic discharge or chemisorb and
form a bond with some degree of covalent character [4]. In this part of the
electric double layer, the properties have been described by the Stern [8],
Frumkin [9], Grahame [10], or Bockris, Devanathan, and Muller [111 mod-
els. In particular the Bockris, Devanathan, and Muller model [11] assumed
the compact region consisted of two layers of solvent containing contact ad-
sorbed ions. An obvious disadvantage of the traditional model is the absence
of predictions concerning water (the majority species!) perturbations due to
visiting counter ions, the loss of some or all of the solvation sheath of con-
tacting ions, and the formation of chemical bonds between ions, water and
the surface.

During the last fifty years the traditional model evolved through the anal-
ysis of numerous experiments designed to measure surface coverages as a
function of electrolyte composition and externally applied potential. Re-
cent UHV experiments [4] have revealed that some of the traditional views
regarding contact adsorption must be reassessed, for example, iodide ions dis-
charge on Pt(111) surfaces at high coverage. Problems concerning change in
electronic structure with coverage are beyond the scope of the present paper.
However classical molecular dynamics computer simulations can add detailed
insights at the atomic scale, including information about the temporal and
structural aspects of molecular organization in the electric double layer. In
these systems water molecules are perturbed by ions, external fields, and the
atoms making up the solid surface. There is a growing literature describing
computer simulations of water in perturbed systems. Subjects of recent stud-
ies are: aqueous electrolyte solutions, pure water near charged or uncharged
surfaces, and water-ion complexes in the vicinity of charged or uncharged
surfaces. A recent review of water in perturbed states has been published by
Zhu and coworkers [12].

All the computer simulations of double layer problems so far published
have used water models developed for the bulk state. Most of these models
are within the framework of pairwise additive potentials which treat the po-
larization effect in an average way through effective charges. An important
question naturally arises: whether the mean field approximation is still a valid
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description, or to what extent it is a reasonable description, for studying per-
turbed water where the molecular environment is spatially inhomogeneous.
There is, unfortunately, no straightforward answer for this question since mi-
croscopic information of double layers has not been available from current
experiments and the existing water models can only reproduce at most a few
experimental data. They may be appropriate in some aspects but inappro-
priate in others. The lack of a criterion for the 'truth' causes difficulty in
directly testing the reliability of a water model for solving electric double
layer problems. In this paper, we simply compare molecular dynamics simu-
lation results of three most commonly employed water models, namely SPCE
[13], TIP4P [14], and ST2 [151, in otherwise identical conditions. These mod-
els respectively represent a three-site, four-site, and five-site version of rigid
and non-polarizable water molecules. Particular attention will be paid on
differences and similarities of the simulation results. If the results are quali-
tatively different, at least one of these models is inappropriate in describing
the properties studied. On the other hand, similarities in results indicate
these models are almost equivalent in these aspects. It, of course, does not
necessarily mean that these properties really correspond to real physical fea-
tures of electrolytes near charged solid surfaces.

2 Model

In each simulation the cell contained a single ion, either Na+ as the cation or
C1- as the anion (0.35 M concentration), and a total of 157 water molecules,
sandwiched between two walls one representing the metal electrode and the
other the neutral restraining wall. The cells are replicated to infinite parallel
to the xy plane of the metal. We call this the immersed electrode model [161.
In this model, a full treatment of all electrostatic interactions is performed.
This means interactions between the ion, all the water molecules, and all
the electrostatic images of the ion and all the water molecules (due to the
presence of a single metal surface). In the absence of an external field the net
charge on the metal electrode is the image charge of the ion in the aqueous
subphase, which has a fluctuating position and is opposite in sign to that of
the ion. The total charge on the metal in the case of Na+ was qT= j, =
-e, where e denotes the electron charge. A very high surface electric field
exists across the metal-solution interface, which drops rapidly to zero as the
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dielectric boundary is approached. The water molecules were represented
by one of the three models mentioned above, and the ion parameters were
chosen to be consistent with the water model. All these water models have
been used extensively to study liquid water and electrolyte solutions and
all have reasonable success in explaining selected bulk phase properties. To
stress the system and mimic the effect of even higher salt concentration on
the water layers near the electrode we also performed calculations with an
external electric field applied in a direction that reinforced the existing field
due to the ion and its electrostatic image. The total charge on the metal in
the case of Na+ was qT = qi, + qezt = -2e with the uniformly distributed
component q,_- = -e. Although systems under external electric field do not
exist at equilibrium in nature, we consider this a useful ploy to examine how
system responds initially to a change in field, and as shown by Philpott and
Glosli [16], how even higher same ion concentrations alter the water structure
next to the electrode.

Several approximations are implicit in the present study. Through the
use of bulk water models, a basic assumption involved in the non-polarizable
water models is that the molecular environment is spatially isotropic so that
the polarization effects may be treated in an average way by introducing ef-
fective point charges. This assumption will break down when 'perturbations'
from neighboring solutes, external fields, interfaces etc., deviate greatly from
the mean field of the bulk phase. It seems reasonable to think this will occur
when the molecule is in the first layer next to the electrode. Also omitted
here are the geometric distortions of the molecular framework which may be
significant in the presence of intense fields [17, 18, 19, 20, 21] such as the
cases occur around polyvalent ions. We can only minimize this effect here by
restricting the systems studied to monovalent ions. The rigid geometry and
the absence of polarizability mean that the dipole moment is fixed at a mean
value appropriate for the bulk phase. In turn this means that dielectric satu-
ration could occur in smaller electric fields than observed experimentally, and
will be manifest by completely oriented water molecules. For each system,
the ion-water interactions were optimized on the basis of bulk phase. It is
therefore to be expected that the results obtained from different model cal-
culations may be differentiated when interfacial phenomena are investigated.
Our general goal is to examine the consistency of these models in describing
the properties of electric double layers.

The water-ion mixture is confined between flat featureless plates 1.862
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nm apart. The left hand plate (see Fig. 1) at z = -0.931 nm is a dielectric, it
interacts with all molecules and ions by the 9-3 potential of Lee, McCammon,
and Rossky [22]. This potential represents the interaction of water and ions
with the core electrons of the wall. The explicit form of the water-wall and
ion-wall 9-3 potentials for a solid with density p is [23]:

-= 27rpez,( 45- ( ),z .' (1)

where e, and aw are the Lennard-Jones energy and radius for the wall po-
tential. The coordinate z, measured perpendicular to the interface, is the
distance of the mass center of ion or the distance of the oxygen atom of
the water molecule. This choice of wall potential neglects the interaction of
the hydrogen atoms with the wall. The right hand plate at z = 0.931 nm
represents a metal surface. In addition to the same 9-3 potential for core
interactions, the interaction of charges on ions or on the charge sites inside
each water molecules with conduction electrons is modeled by an electro-
static image potential. For all these systems, the image plane is chosen to be
coincident with the origin plane of the 9-3 potential, which passes through
the nuclei of the metal atoms on the first layer at z = 0.931 nm.

A number of schemes have been developed in past years to treat long
range electrostatic fields. In this work, we employ the fast multipole method
(FMM) proposed by Greengard and Rokhlin [24, 25, 26, 27], which is com-
putationally more economical than the Ewald summation [28, 29, 30] and,
compared with other methods, is easy to use in combination with complex
boundary conditions [31, 321. Additionally it is well suited to vector and
parallel machines, and the error in computation is controlled by changing
the number of terms retained in the multipole expansions. The first ap-
plication of FMM to electrochemical problems were the molecular dynamics
calculations of dielectric constant of bulk SPCE water by Glosli and Philpott
[32].

Table 1 lists the potential parameters employed for the systems studied in
this paper, together with the relevant references. Here co and co represent
the Lennard-Jones energy and radius of water-water interaction, fol and aoI
label the same quantities for the ion-water interaction. For systems in an
external electric field, the additional electric field strength in vacuum was
5.22 x 107 V/cm, equivalent to a surface charge density of 0.288 e/nm2 .
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Although, on average, the electrostatic image of the ion has the same surface
charge density, its influence on the solution depends on the behavior of the
ion and, therefore, is not exactly identical with the external field.

Constant (N, V, T) molecular dynamics calculations were performed on
each system, for simulation times of one nanosecond in all cases except the
system Na+ in ST2 water where the calculation was run for 2 ns. This
provided a cross-check to against artifacts from poor statistics. A time step
of 2 fs is used for integrating the equations of motion. For each simulation,
the first 100 ps was used to equilibrate the system at a temperature of 294K,
and the remainder is to accumulate data. The sample box is a cube with the
edge length of 1.862 nmn and was periodically replicated along the x and y
directions parallel to the electrode surface.

3 Results and Discussion

In this section the results of the simulations are presented in terms of prob-
ability distributions for the chemical components (water, HI atoms and ions)
averaged over the x and y directions. After averaging the distributions, which
we will also refer to loosely as density profiles, show only a dependence on z,
the coordinate perpendicular to the surface. They usefully characterize the
main structural features of the electric double layers. In addition, we have
calculated the total microscopic charge and the z component of the dipole
moment of water (vector component parallel to the surface normal). For
convenience we first discuss systems containing Na+ a 'nd CF- separately and
later focus on points of difference. Some large differences are to be expected
because asymmetry in the water models and the reversal in the interfacial
field for cations compared with anions.

3.1 Systems Containing Na+ Ions

Figures 1 to 3 display the basic results. The solid curves correspond to no
external field, a physically acceptable state. The combination of broken and
solid lines indicate the main change occurring when a field is turned on.
This external static electric field is always in the direction to pull the ion
to the metal surface, so that the total surface field could be as high as 10
GV/m. As has been shown elsewhere [161, the field at the metal surface
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(only) is equivalent to having an extra ion in the system. For additional
emphasis in all the figures presented in this paper, the label Ve signifies how
the distributions change in the presence of the external field. Broken vertical
lines at IzI = 0.682 nm, indicate the location of the 'effective' walls which
are defined as the planes parallel to the solid surfaces where the 9-3 wall
potential crosses zero. In each figure, the metal electrode is on the right side
with the image plane on the extreme edge of the figure (z = 0.931 nm), and
the uncharged restraining (dielectric) wall is on the left at z = -0.931 nm.

We discuss the main features first starting with the majority species wa-
ter. In surveying the results plotted in Figures 1 to 3 we conclude that
the water and proton distributions calculated for all three models are in ba-
sic qualitative agreement. In zero external field, the water distributions are
slightly asymmetric with respect to the central plane (z = 0). This difference
is due to the charge-image charge interaction, and arises from the intrinsi-
cally different nature of the solution-surface interactions occurring at the
metal surface compared to the dielectric surface. The effect on the density
profiles is weak for neutral water and strong for the HI atoms.

All three water density profiles exhibit broad maxima at -0.5, -0.2 (indis-
tinct), 0.3 and 0.6 nm. These peaks, due to layering at the surfaces are more
distinct on the metal side (z > 0). In all three figures there is a small sharp
peak on the edge of the profile near 0.7 nm. It is most visible in Figures 2
and 3 for TIP4P and ST2 models. When the field is turned on it becomes
the sharpest feature in the water profile. This peak is due to a few water
molecules with mass centers localized near 0.68 nm at the edge of the re-
pulsion zone. We address the question of how the orientation of these water
molecules differs from the majority of waters near the surface after describing
the proton (H atom) distributions.

As with water center of mass, the H atom distributions are very similar for
all three models. There is asymmetry with respect to z = 0. This is especially
true on the metal side because our model allows H atoms to get closer to the
image plane. The main peaks are at 0.2 (broad), 0.55 (broad) and 0.76 nm
(sharp). The proton peak at ca. 0.76 umn is particularly distinct because these
protons are attracted by a strong image electrostatic field and since they do
not feel the 9-3 wall potential directly, they can penetrate the exclusion zone
for the oxygen and ions created by the repulsive 9-potential. The peak at
0.76 nmn is clearly associated with water molecules of mass center near 0.68
nm. When the field is turned on, the electric field near the metal surface
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is almost doubled and so more protons are attracted to the metal and the
0.76 nm peak doubles in height. The height of the first peak in the hydrogen
number density pH is about 90% of that in the oxygen number density po
and their peak-to-peak separation is about 0.08 nm. In addition, the ratio
of the number of hydrogen atoms in the first layer (defined as the portion
between the first peak near the metal surface and the corresponding liquid-
solid interface) to the number of oxygen atoms in the first layer (similarly
defined) is about 0.6. These values suggest there is a large probability to
have one proton pointing at the metal rather than having the dipole aligned
perpendicular to the surface (the ultimate high field configuration).

It is natural to ask if the packing of water molecules next to the metal is
increased. In the absence of strong surface electric fields, the interfacial water
molecules tend to be oriented with some of their hydrogen atoms pointing
away from the liquid phase, and some involved in H-bonding to a second
layer [22]. The orientational ordering and packing of the water molecules
near the metal surface is disrupted by the high surface electric field between
the ions and their images, with the result that some hydrogen bonds break
allowing more water molecules to pack closer. The increased local density of
water is the expected packing phenomenon in the interfacial region, resulting
from the hydrogen bond breaking. Also some solvent structure breaking will
occur because of disruption due to the proximity of the cation.

Next we discuss the z component of dipole density profile. The three
models show similar behavior near the metal with and without an applied
external field. For all the models there is a prominent peak at 0.68 nm from
oriented water at the surface. As expected the peak has a tail towards the
bulk side signifying a decrease in orientation as the distance from the surface
increases. In the interior of the film the dipole density drops to a low value
signifying shielding of the charge of ions and their images. In the applied field
the dipole profile is peaked at both surfaces (edge effect) and for jzI < 0.6
nm is approximately uniformly polarized. This latter behavior is as expected
for a dielectric exhibiting orientational polarization. In zero field the peak at
0.68 nm arises because of orientational. saturation at the position where the
electric field due to the ions is greatest. There is also a weak broad maximum
between 0.2 and 0.4 nm due to ion induced orientation of the water molecule.
The model ST2 shows a distinctive difference near the second boundary z
=- 0.931 nm. There is practically no dipole oscillation at -0.68 nm. Models
SPCE and TIP4P have a small but significant variation in dipole density
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between -0.7 and -0.6 nm compared to ST2. As a result for the different
models, the electric potential will vary in significantly different ways in the
range -0.931 < z < -0.4 nm.

We have also calculated the total charge density across the system. Though
we do not show it in the figures we describe it briefly. Most noticeable are
oscillations presumed due to water packing variations. For the Na+-water
systems without external electric field, the two planar models, SPCE and
TIP4P, produce almost identical total charge density pq. In both models pq
display a prominent peak near the electrode, followed with a deep minimum.
Some small difference in pq may come from the shift of the negative charge in
TIP4P. The main structure in the charge density pq near the wall comes from
oriented and localized water molecules. There is a peak (at 0.76 nm) in p.
contributed from the hydrogens, coincidence with the first peak in PH at ap-
proximately 0.76 nm. Since the density profiles for the hydrogen atoms and
water molecules are relatively insensitive to the water model, the difference
in the peak amplitude of p. must be mainly a consequence of the different
charge value carried by the hydrogens. Indeed, the partial charge carried by
the hydrogen nuclei in ST2 is almost one half of those in SPCE and TIP4P,
and the peak in p. is reduced by about the same ratio. Another effect that
perturbs the charge density profile is the molecular geometry. For the ST2
molecule, the negative charges are moved along the tetrahedral directions
by 0.08 nm. This causes a shallower minimum near the metal wall, shifted
towards the center of the film. Such contributions also affect pq near the
dielectric wall. However, the minima in systems Na+/ST2 and Na+/ST2/e
(field on) differ with the other four to an even larger extent partly because
of the contribution made by the sodium cation.

The largest differences among these systems are the ion density profiles,
which play an important role in determining the electric field and potential
across the system. In the absence of the applied field, the ions are completely
hydrated all of the time and range across the greater part of the film. The
sodium ion in ST2 water is localized from - -0.3 to 0.3 nm. It shows some
propensity to contact the metal surface in the SPCE or TIP4P water molecule
systems.

However, the situation becomes qualitatively different in an external
field. Although some small shift towards the metal surface is observed for
SPCE, the cationic density profiles calculated for systems Na+/SPCE and
Na+/TIP4P are almost superimposable. In the systems SPCE and TIP4P
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there is a reasonable probability for Na+ to make solvent-bridged contact to
the metal surface, a central feature of the Grahame model [10] of the electric
double layer. For TIP4P solvent, the probability is slightly reduced. How-
ever, for ST2 water there is a greatly reduced probability for the primary
solvent shell contacting the electrode. The density profile of the sodium
ion looks flat, contrasting the changes observed in the other systems where
the surface electric field draws the ion towards the metal. There is some
small probability that the cation weakly adsorbs on the dielectric surface,
along with its primary solvation sheath (splayed). No contact adsorption is
observed on the metal surface.

The entirely different behavior for ions observed in the planar solvents
SPCE and TIP4P compared to the three dimensional ST2 solvent molecule
is very important since it influences the conclusion about the nature of the
adsorbed ions. In order to avoid possible artifacts introduced from poor
statistics and/or equilibrium, we doubled the simulation time for the system
Na+/ST2 from 1 ns to 2 ns and observed no significant changes. This confirms
that the simulation results should be qualitatively reliable and previously
described effect real for this model.

3.2 Systems Containing C1- Ions

In figures 4 to 6 the probability profiles for the three water systems and chlo-
ride are shown. In the absence of an external field we observe no qualitative
differences among the three models. A contributing factor is the larger radius
of the chloride ion and weaker primary hydration.

The main peaks of PH2o are broad and are located at -0.6, 0.3 and 0.6
nm. There is a hint of a broad peak between -0.2 and -0.3 nm in ST2 water.
Along the series SPCE, TIP4P to ST2 a small peak grows in near 0.65 nm on
top of the broader peak at 0.60 nm. In the presence of the applied field, the
left shoulders of PH20 are raised in the same order. This structure resembles
the one seen in the cation systems in shape and position. Careful inspection
shows that for anions this weak peak is always at smaller z. The shift is
due to the reversal in the orientation of water in the surface electric field
generated by the anions.

In the external field, the 0.65 nm peak grows in sharply, becoming the
sharpest feature in the water profile. However the peak is not as sharp or
intense as in the case of sodium ions discussed in the last section. The reason
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is because the chloride ion contact adsorbs in the applied field there is a drop
in the electric field on the left side of the ions so that the field experienced
by the water molecules in the first layer is weaker by approximately a factor
two (this is in contrast to the sodium ion case where the field due to the ions
decays slowly over the diffuse region).

In zero field, the H atom profiles are similar. The main peaks occur at
-0.6 (edge), 0.3, and 0.6 nm (main peak). The ST2 model has an additional
broad maximum near -0.2 nm. The main peak at 0.6 nm also grows by
approximately a factor two (compared to PH.o). In the applied field both
protons are repelled and their is no evidence that the distributions split as
in the case with cation fields. A new feature in the H distributions in the
external field is the appearance of a small distinct peak at -0.75 nm. In the
applied field the water molecules orient across the film so that protons poke
outward at the dielectric boundary.

Unlike the situation for the Na+-water systems, the density profiles of ion
for the ClF-water systems shown in Figs. 4-6 are all quite broad and diffuse
and show little variation with model. The difference between the adsorption
behavior of anion and cation becomes larger in the external electric field
because all the chlorides localize on the electrode. In zero field, the CF-
density profiles are all diffuse with a small but finite chance for contact
adsorption. When the anodic external electric field is applied, all the anions
strongly contact adsorbed on the metal surface. In the SPCE or TIP4P
environment, the anion is very seldom found far from the electrode, though
there is a small statistical probability that the anion will desorb temporarily
in the case of TIP4P. When the adsorbed chloride peak heights are compared,
it is seen that chloride density profile pci in ST2 (see Figure 6) has the
highest amplitude and narrowest full width at half maximum, implying most
localization in this case.

The dipole density for water, PD, shown in Figures 4-6 indicate that the
orientational ordering of the water molecules from the three models do not
deviate from each other significantly except at the dielectric surface. As
discussed earlier in the case of the sodium ion, the ST2 dipole profile is much
flatter coming off the dielectric wall. The similarity in the rest of the zero
field profile stems from similarities in the chloride ion distributions. When
the external field is applied, the dipole distribution functions are similar to
the situation in pure water because in each model the ion is localized (contact
adsorbed) entirely on the metal. The peaks near Izi = 0.65 nm are from 'end
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effect' due to the walls and on the metal side they are also caused by intense
surface field contributed from the chloride ion.

3.3 Further Discussions

It is well known [36] that the adsorption behavior is, to a large extent, con-
trolled by the competition among the ion-water, ion-surface, water-water,
and water-surface interactions. Referring to Table I where the potential pa-
rameters used in the simulations are given, we find that the differences in COI
and Uot between systems Na+/SPCE and Na+/ST2 are much smaller than
those between systems Na+/SPCE and Na+/TIP4P. Therefore, the differ-
ences in behavior of Na+ ions seen in PNa cannot be due to the spherically
symmetric Lennard-Jones potential. It must therefore be a consequence of
some angular-dependent interactions. At small distances the Coulomb in-
teraction between ion and water depends strongly on the model employed
because of their different geometries and charge distributions, and conse-
quently different higher multipole moments.

For a better understanding of the electrical properties, we plot the elec-
trical potential profiles across the electrolyte in Fig. 7, setting the average
of the potential on the dielectric plate to be zero, as a reference point. The
electrical potential profiles are calculated from the charge distribution along
the z direction. These curves show that the electrical potential in the central
part (Izi <- 0.6 nm) of the Na+/ST2 and C1-/ST2 films without external
field are nearly zero, while for systems Na+/SPCE, Na+/TIP4P, Cl-/SPCE,
and CI-/TIP4P, the potential drops by almost -0.6 V. In this sense, the
central parts of systems Na+/ST2 and C1-/ST2 display approximately bulk
behavior. There is no such region in the SPCE and TIP4P solutions. A sim-
ple interpretation of the phenomenon is based on the well-known fact that
the bulk ST2 water is more structured than SPCE and TIP4P. Therefore,
the former persists under the perturbation, while the latter two are more
fragile.

In accord with the polarization and net charge distributions described
earlier, the electric potentials for systems Na+/SPCE and Na+/TIP4P in
zero field have two minima around Izi I 0.6 - 0.65 nm. In the presence of the
applied field, the minima around the metal surface are about 600 mV deep,
while for system Na+/ST2, it is much shallower. This explains the broad
unstructured diffuse region occupied by the cation and its hydration shell in
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system Na+/ST2/e described above.
In all the cases studied, the hydration shell of Na+ was complete. We have

calculated pair correlation functions for the ions and water molecules. It is
interesting to note that the first peak of Na+-TIP4P pair correlation function
is located near 0.25 nm, much larger than the mixed Lennard-Jones radius of
0.19 nm (see Table I). This would imply that the solvation structure of Na+-
TIP4P is relatively weak. In contrast, the first peak of the Na+-ST2 radial
distribution function is located at ,- 0.24 nm, much shorter than the mixed
uol = 0.273 nm, indicating a strong attractive electrostatic interaction on
average. The hydration numbers for systems Na+/ST2 in zero and non-zero
external field are almost 20% higher than those of the other four systems.

In contrast to the cation solutions, the hydration number for C1- de-
creases in the order of SPCE, TIP4P, and ST2. The propensity of Cl- to
adsorb on the surface increases in the same order, as expected. Because of
the anionic adsorption, there is a significant reduction in the hydration num-
ber when the external electric field is turned on. Since the interaction of Cl-
with the ST2 molecule is weaker than the interactions with the other types
of solvent molecules, there is a greater loss in the first hydration shell for
ST2 (- 32%) than for SPCE (- 26%) and TIP4P (- 24%).

According to the calculation of bulk solution by Heinzinger [35], the ST2
water molecules in the first hydration shell of Na+ ion are oriented with strong
preference to form a tetrahedral structure. For planar water molecules such as
SPCE and TIP4P, the hydrated ion has the largest probability to be located
in the same plane of the water molecule. As pointed out by Heinzinger
[35], the preferential orientation of water molecules in the first hydration
shell of an ion belongs to one of the rare cases where the simulation results
depend sensitively on the model employed. All these results consistently
show that the potential models with stronger angular dependence like ST2
form stiffer hydration shells compared to less structured liquids such as SPCE
and TIP4P. Our simulation results also show that the hydration structure
of cations in ST2 solution does not vary with the external field, whereas in
SPCE and TIP4P solutions there were some changes albeit small ones. The
discussion thus far suggests that the cation-water interaction, especially in
the case of ST2 solution, is very strong compared to the interactions with the
metal wall. Therefore, the movement of the hydrated cation is accompanied
with the surrounding water molecules. On average, more water molecules in
the ST2 medium than in the SPCE or TIP4P media move with the cation.
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The interaction between Na+ ion and ST2 water is stronger than in the case of
SPCE or TIP4P water and the ST2 liquid is more strongly hydrogen-bonded.
As a consequence, there is a greater tendency for Na+ to be hydrated in the
ST2 environment than adsorb to the electrode.

4 Conclusions

Molecular dynamics simulations were performed on two different ions in three
different water models, with zero applied field and with an external applied
field. All electrostatic interactions between ions, water molecules, and their
electrostatic images in the metal have been accurately computed with the
FMM. Our goal was, through detailed comparison of the computed results,
to gain some insight concerning the relative usefulness of these models at
aqueous interfaces. These models have been initially developed in the bulk
phase and later have been widely applied to studying water in perturbed
states. The application to surface problems may invalidate some implicit
approximations involved in their original derivations (in particular, the use of
fixed charges). For the most part it was found that the density profiles of the
water properties are relatively insensitive to the models, though there were
some discrepancies that were discussed in the last section. Since the charges
are buried inside Lennard-Jones spheres their influence on the dynamics is
muted. This is not so in the case of electrical properties. Even cursory
examination of Figures 1 to 6 shows that the dipole density profiles vary
much more from model to model than do the water and hydrogen density
profiles. This is due, in part, to the different molecular geometry and charge
distribution in these models, and in part to energetic competition amnong
various interactions.

Some common features in the water structure were observed for the three
models. In particular, the water structure near the metal surface was sen-
sitive to the magnitude and direction of the surface field. In the absence of
an external field the surface electric field arises primarily from the density
profile of the ion. If the ion is'not contact adsorbed then the surface water
molecules see a large field that disrupts H-bonds and orients water dipoles
with the field. Contact adsorbed ions are less effective because their high field
region lies closer to the surface and contains few molecules. The variation in
water density peaks with external field verifies this conclusion.
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In the absence of the electric field, the ionic solute, whether positively
or negatively charged, distributes diffusely. Greater variation is found for
the hydrogen density profiles, suggesting the occurrence of molecular re-
orientation under the influence of the electric field of the ions. Applying
the external field further increases the molecular alignment. Because of the:
strong Coulomb interaction between the charges and their images, the inter-
facial water molecules are bound to the metal surface, giving rise to a higher
density layer. This was also seen in earlier simulations of similar systems
[16, 37, 38, 39, 40, 411.

An interesting conclusion of the present work is the qualitatively different
adsorption behavior of the sodium ion in different media. In ST2 solution
the cation is strongly hydrated and does not adsorb as testified by the den-
sity profile. In contrast, in the SPCE and TIP4P environments, it shows a
strong propensity to be adsorbed via the first hydration shell. The adsorp-
tion behavior of the anion is strongest for ST2 and weakest for the other
two. This variation is related to the hydration structure which reflects the
energetic competition between water-ion and water-water interactions. This
raises an important question whether a model based on effective potentials
in the bulk state is a reasonable approximation in studying the electric dou-
ble layer problems? Some properties are insensitive to the model and can
be well described by simple models, but others are not. Of course, studying
two ions does not provide enough information to decide. What is need are
calculations for a series of related cations and anions. Such calculations have
been performed for alkali metal and halide ions in ST2 water [42] where we
have learned that many known electrochemical trends can be modeled. How-
ever what we learn from this work is that details in these trends are going
to be very model sensitive until new models are developed for water and
ions that address the peculiar aspects of interfaces. In particular we need
a model that incorporates electric polarizability and attributes that mimic
weak chemnisorption [431.
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Table 1 Potential Parameters

Water Ion co (kJ/mol) ao (nm) coi (kJ/mol) ao, Ref.
SPCE NaF 0.650 0.316 0.544 0.216 [33]
SPCE C1- 0.650 0.316 0.418 0.432 [331

TIP4P Na+ 0.649 0.315 6.724 0.190 [34]
TIP4P Cl- 0.649 0.315 0.493 0.442 [34]

ST2 Na+ 0.317 0.310 0.358 0.273 [35]
ST2 Cl- 0.317 0.310 0.168 0.486 [35]
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Figure Captions

Fig. 1 Density profiles of water molecules, their hydrogen atoms, the ion,
and the orientational polarization of the water molecules for System
Na+-SPCE. The label e indicates the results obtained in the presence
of the applied field.

Fig. 2 Density profiles of water molecules, their hydrogen atoms, the ion,
and the orientational polarization of the water molecules for System
Na+-TIP4P. The label e indicates the results obtained in the presence
of the applied field.

Fig. 3 Density profiles of water molecules, their hydrogen atoms, the ion,
and the orientational polarization of the water molecules for System
Na+-ST2. The label e indicates the results obtained in the presence of
the applied field.

Fig. 4 Density profiles of water molecules, their hydrogen atoms, the ion,
and the orientational polarization of the water molecules for System
Cl--SPCE. The label e indicates the results obtained in the presence
of the applied field.

Fig. 5 Density profiles of water molecules, their hydrogen atoms, the ion,
and the orientational polarization of the water molecules for System
C1--TIP4P. The label e indicates the results obtained in the presence
of the applied field.

Fig. 6 Density profiles of water molecules, their hydrogen atoms, the ion,
and the orientational polarization of the water molecules for System
CI--ST2. The label e indicates the results obtained in the presence of
the applied field.

Fig. 7 Electric potential profiles calculated from the charge distributions.
The curves for systems Na+/SPCE and Na+/SPCE/e are very similar
to the curves for systems Na+/TIP4P and Na+/TIP4P/e and so are
not shown in this figure. The electric potential profiles for systems
containing Cl- ion has a similar behavior.
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Abstract
Molecular dynamics studies of water and ions around a charged

small compact globular object are described. The hypothetical molec-
ular ion C-- is used as the globular model. It is found that the cesium
cation is in physical contact on the spherical surface much of the time
with an incomplete hydration shell. The chloride ion spends part of
the time in a solvent-separated adsorption configuration and part of
the time in the diffuse region. No adsorption of the sodium ion onto
the spherical surface is observed.

1 Introduction

This communication describes the first molecular dynamics study of water
and ions around a charged small compact globular object about 1 nm in



diameter and includes accurate and efficient treatment of all electrostatic
interactions. The goal of this work is to gain some basic understanding of
the organization of water and ions in electric double layers around 'spheri-
cal' objects since this is relevant, albeit on a somewhat larger scale, to the
microscopic environment around small colloid particles, compact proteins
and polyelectrolytes. In previous studies the Poisson-Boltzmann equation
for large spherical ions has been studied analytically by calculating the sin-
glet and pair correlation function using the Ornstein-Zernike equation, as for
example in the work of Henderson and coworkers [1, 2, 3, 4]. In the present
article, we choose C60 molecule as the prototype 'structured sphere' because
it possesses a computationally manageable size and has a characterized set
of interaction parameters based on a considerable number of molecular dy-
namics simulations [5, 6, 7, 8, 9]. This paper is not meant to be a study of
actual C60 ions in solution.

So far, computer simulations of electrochemical double layers have been
mainly performed for aqueous electrolyte solutions near flat structureless
surfaces [10, 11, 12, 13, 14, 15] and flat atomically structured surfaces [16, 17,
18, 19]. From a computational point of view, flat surfaces can be thought to
be spheres with infinitely large radius so that one anticipates some common
features between the two types of systems. In particular the first peak in
the radial distribution function of a large sphere goes over into the density
probability function in the coordinate z measured along the surface normal.
Likewise a contact ion pair goes over into contact adsorption (also called
specific adsorption ) on the flat electrode surface, though in the case of metals
the electrostatic image interactions differ. Because of the surface curvature
changes, one also anticipates some features that differ in each case.

2 Molecular Dynamics Method

Constant (N, V, T) molecular dynamics simulations are carried out for two
dilute aqueous solutions. The first is composed of 502 ST2 water molecules
[20], four sodium cations, two chloride anions, and one C60 molecule on which
each C atom carries the charge -e/30 so that the total on the molecular ion
is -2e. The second is composed of 506 ST2 water molecules, two cesium
cations, and one C-- molecular ion. For both the cases, the simulation cell
has the dimensions of 2.5054 x 2.5054 x 2.5054 nm3 , and periodic boundary
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conditions in three orthogonal directions are used. Each simulation lasts
1 ns, with the first 200 ps being used to equilibrate the system. Detailed
description of the simulation method was given in previous papers [11, 12,
13, 14, 15].

Before proceeding, we remind the reader that C60 or buckminsterfullerene
1211 is a soccer ball-like molecule with 60 carbon atoms sitting on the vertices
of a truncated icosahedron. Each carbon atom interacts with the atoms
comprising the solution components through Lennard-Jones potentials and a
Coulomb potential. The ion-ion, ion-carbon, and water-carbon interactions
are similarly modeled. The Lennard-Jones parameters of the carbon atom
are taken from Steele's work on graphite [22]. The ion-water interactions
are modeled by the 12-6 Lennard-Jones function between the ion and the
oxygen atom of the water and the Coulomb potentials among charged sites.
The Lennard-Jones parameters of the ions are taken from Heinzinger's results
[23].

3 Adsorption and Hydration

The adsorption of the ions onto the structured sphere is partially described by
the radial distribution functions (RDFs), gH2Oc60, gNaC6o, gcceo, and gcsc6o.
If there is adsorption onto specific sites like the, hollow site of a six membered
ring then simple radial distributions based on the assumed spherical symme-
try will not be adequate. However they clearly represent a good starting
point for initial discussions. As shown in Fig. 1, there is a distinct first hy-
dration shell surrounding the structured sphere with its highest local density
- 0.65 nm away from the center of mass of C60 and the minimum around

0.74 nm which gives a coordination number of -, 38 for the system containing
sodium and chloride ions and -, 39 for the system containing cesium ions.
The two RDFs for water are remarkably similar especially when we realize
that, as will be discussed later, the RDF for Cs+ ion shows one ion to be
contact adsorbed.

The ion-C60 radial distribution functions indicate that the Cs+ ion makes
a contact pair whereas, in contrast, the smaller ions Na+ and Cl- do not and
appear in diffuse regions only. We discuss the cesium cation RDF first. In
Figure 1 the bottom curve shows that the RDF for Cs+ consists of a sharp
peak at approximately 0.7 nm followed by a broad diffuse region devoid of

3



structure. The Cs+ peak is consistent with a contact adsorbed ion because its
position relative to the first water peak is equal to half the difference in the
Lennard-Jones radii for water oxygen (o = 0.310 nm) and cesium (a = 0.392
nm). This strong adsorption tendency is not unexpected because there is a
Coulombic attraction between the Cs+ cation and C-- anion and the large
size of the cation means a weaker hydration energy and unfavorable mixing
entropy [241.

The RDF for chloride ion-C, 0 is broad and diffuse with the hint of a wide
maximum near 0.85 nm and a weak minimum at approximately 1.05 nm. The
distance of closest approach is approximately 0.65 nm, indicating that the
anion occasionally touches the surface of C60 but does not form a stable con-
tact pair. The broad peak in gcicso lying between the first and second peaks
in the water-Co RDF, 9H20c60, could be explained by some small tendency to
take part in solvent-separated adsorption on the sphere. The solvent-induced
interaction is attractive for the two like ions [253. If we assume the chloride
ions, whose distance from the center of mass of C6 0 is less than 1.05 nm where
a weak minimum in gcIC60 is found, as solvent-separated adsorbing species,
then the probability for such configurations would be about 26%.

The radial distribution function for the sodium cation-C6 0 in Figure 1
shows no probability for an approach closer than approximately 0.75 nm. At
this point the Cm0 anion and Na+ cation are separated by one water molecule.
At the position of the first weak maximum in gNac0 at approximately 0.9
nm the separation is equivalent to two water molecules. We conclude there-
fore that although the Coulomb interaction between the sodium ion and the
060 ion is attractive, the probability for observing a solvent-separated ad-
sorption of the cation onto the anion is very small, since the cation is fully
hydrated and the sodium-water interaction is very strong. By comparing
the adsorption behavior of Na+ with that of Cl-, it is clear that the size of
the ion plays a critical role in the adsorption process. Theories and many
experimental results have shown that larger ionic size corresponds to a more
negative entropy change and a less negative enthalpy change when the ion is
transfered from nonpolar solvent to the aqueous environment [26]. In other
words, large ions behave hydrophobically [27] and have a stronger tendency
to be excluded from the solution.

Figure 2 describes the hydration structure of the ions through the ion-O
and ion-H radial distribution functions. The central pair of plots for Na-H
and Na-O in Figure 2, shows the sodium ion to be most strongly hydrated
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with distinct first and second shells. The hydration structures of the sodium
cation and the chloride anion are not significantly perturbed by the C60
molecular ion and are very similar to the ions in the bulk NaCl solution
[281. On the other hand, the hydration shell of the cesium ion is not always
complete and the average hydration number reduces from 8.3 in the absence
of the C60 [281 to 7.5 in the presence of the C60 . The values for the first peaks
of gc.o and gCsH, 3.4 and 2.2, in Figure 2 are much smaller than their values
in the bulk solutions, that is, 4.7 and -, 5 [28]. This significant decrease
of the peak values for the Cs-O and Cs-H radial distribution functions is
a consequence of the contact adsorption of the cation onto the C6 0 ion as
discussed above in connection with the RDFs plotted in Figure 1.

In Figure 2 the first peak of g9CI is shifted by - 0.1 nm, about the 0-H
bond length, compared with gc1o. This suggests that the water molecules
nearest to the anion have a preferred orientation with one O-H bond pointing
directly towards the anion. For the sodium cation, the first peak of 9NH is
about 0.06 nm farther than the first peak of gNao. This shift corresponds to
the configuration where one lone pair of the ST2 water points directly at the
cation.

These conclusions concerning the orientation of water molecules in the
hydration shells of the ions are confirmed by the curves in Figure.3. Here we
plot the average orientations of the water molecules as functions of the dis-
tance between the oxygen atom of the water and the given ion. To measure
the molecular orientation, we introduce the variable 0, which is the angle
between the water dipole and the ion-O connecting line. If one 0-H bond
vector of the water molecule lies exactly on the line connecting the oxygen
atom to the ion (0 = 125.250) or if one lone pair vector points directly to-
wards the ion (0 = 54.750), then the average < cos 0 > would be ±0.58.
As indicated by the first two curves (from the top) in Figure 3, the water
molecules surrounding C6o tend to be oriented with their dipoles pointing
towards the center of the negatively charged sphere. Within the first hydra-
tion shell for Na+ and CI-, the average < cos0 > remains approximately
constant, ,-' 0.65 for sodium cation and - -0.6 for the chloride anion. For
purposes of comparison, we note that in a bulk solution simulation without
the C60 molecular-ion, Heinzinger and Vogel [28] found that the mean values
of cos 0 are 0.69 for Na+ and -0.65 for Cl-. These values are slightly larger
than the values obtained in this work. The orientational ordering of the water
molecules surrounding the cesium ion is severely disturbed by the oppositely
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charged 060 molecular ion. If the C60 ion were absent, these dipoles would
have their orientation's similar to those of the water molecules around the
Nat cation (the third curve in Fig.3).

4 Conclusions

The first layer of water is oriented with its dipole pointing towards the center
of the 'spherical' doubly charged 060 anion. The cesium cation is in physical
contact on the spherical surface about 10% of the time. The smaller ions
occupy extensive diffuse layers around the C60 molecular ion. No adsorption
of the sodium ion onto the spherical surface is observed. Its distance of
closest approach is one water molecule, with a separation of two or more
water molecules more likely. The chloride ion appears to spend part of the
time in a solvent-separated adsorption configuration and part of the time
in the diffusion region. The hydration structures of the sodium cation and
the chloride anion are not significantly perturbed by the presence of the
060 molecule. The hydration shell of the cesium ion is incomplete and the
orientations of the water molecules around Cs+ are severely disturbed by the
surface of 060.
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Figure Captions

Fig. 1 Radial distribution functions for water-C60 pair in the NaCl solution,
water-C60 pair in the Cs solution, sodium-C60 pair, chloride-C60 pair,
and cesium-C60 pair (from top to bottom).

Fig. 2 Hydration structure of the ions. The dotted curves are for ion-C
radial distribution functions and the solid curves are for ion-H radial
distribution functions.

Fig. 3 Average cos 0 as a function of the distance between an ion and
the oxygen atom. Curves from top to bottom represent the molecular
orientations around C60 in the NaCl solution, around C60 in the Cs
solution, Na+, Cl-, and Cs+.
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SCREENING OF CHARGED ELECTRODES IN AQUEOUS
ELECTROLYTES

Michael R. Philpott
IBM Research Division, Almaden Research Center,
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and

James N. Glosli
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Abstract
Molecular dynamics simulations are used to demonstrate for the first time that
systems about 4 nm thick containing 1200 to 1600 water molecules and NaC1
at I M to 3M concentrations exhibit the main components of electric double
layers at charged metal surfaces. In particular for the system chosen there are
regions clearly identifiable as a bulk electrolyte zone, a diffuse layer that screens
the charge on the electrode and a layer of oriented water localized next to the
electrode. The width of the diffuse layer increases with decrease in salt con-
centration from 0.2 nm at 3 M to 0.5 nm at 1 M. All the calculations are based
on the simple point charge model (SPCE) water model and the immersed
electrode approximation.
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INTRODUCTION

Electric double layers are some of the basic organizations adopted in electrochemical and bi-
ological systems to shield fields arising from layers and arrays of charge in contiguous structures.
It is therefore quite important to understand their properties using simple models without intro-
ducing further approximations. In this letter we describe the first molecular dynamics simulation
of a complete electric double layer and detail it's structure from the charged surface of the metal
electrode all the way to the bulk electrolyte zone, in terms of water and ion time independent
probability distribution functions averaged parallel to the metal surface. These calculations
provide a consistent microscopic picture of ions and water throughout a double layer including
the species next to the charged surface, in the 'diffuse layer' and in the bulk zone. The effect
of finite size of ions and water are clearly evident, as is the effect of the large electric field on
the orientation of surface water molecules.

In the calculations reported here the simulation cell has edge length 3.724 nm, with a flat metal
plate at z = 1.862 nm and a flat restraining wall at z = -1.862 nm. The cell contains between
1400 to 1600 water molecules and the NaCI concentration is I M, 2M or 3M. The electric charge
density on the flat metal plate is either -9 or -18 Cm-2.

The calculations show that a diffuse layer is formed between the metal and the region of the cell
that acts like a bulk electrolyte zone. The ions in the diffuse layer shield the metal charge so
that there is no field in the bulk electrolyte zone which is locally approximately neutral. In all
previous papers in which molecular dynamics or Monte Carlo simulations of the adsorption of
ions on electrodes were considered, there was no demonstration of the simultaneous existence
of a diffuse layer and a bulk region. In other words the simulations were not on a scale to permit
adsorption in the presence of an established double layer. We believe this is a prerequisite for
all calculations to correctly describe the local and global properties of the electric double layer.
In all the calculations reported here we use the SPCE water model 1 (three charged (q. =
0.4238e) mass points, bond angle 109.50, OH bond length 0.1 nm, inside a Lennard-Jones sphere
with radius a =0.317 unm and well depth F_= 0.650 U/mole) and associated parameters for
NaCI2.

In an attempt to reduce the amount of computer time we use the immersed electrode model3-5

for a film of electrolyte on a charged metal surface. This approach is useful because it reduces
the number of water molecules in the calculation, and because there is only one metal surface
(always shown on the rhs in the figures) there are no multiple images in the calculation of
electric fields and potentials. In the immersed electrode model the charge on the metal is defined
by and completely screened by the
excess charge in the aqueous subphase. It therefore mimics what happens in larger systems.

In all previous simulations the number of ions was too small for there to be an identifiable bulk
region 3-. This turns out not to be the case in the present set of calculations.

The metal was modelled by two linearly superimposed potentials. Pauli repulsion and dispersive
attractive interactions were modelled by a 9-3 potential, of the type used by Lee et a18. The
atom-surface interaction parameters describing interaction with nonconduction electrons were

2



chosen to be the same as those used by Lee at al8. The interactions between ions and water and
the conduction electrons was modelled by their respective image potentials.

In the calculations described here the image plane and origin plane of the 9-3 potential were
coincident. This was tantamount to choosing the image plane and the nuclear plane of the metal
surface to be coincident. This was acceptable in our scheme because the Lennard-Jones core
parameters G are all large and the 'thickness' of the repulsive wall is also large (ca. 0.247 nm).
The calculation of the image fields was done very accurately using a code based on the fast
multipole method (fmm) and using the physically correct boundary conditions for a system with
one metal surface. Neither the direct long range coulomb interaction nor the image interaction
were cut off at a finite distances. The fast multipole method developed by Greengard and
Rokhlin 9-12 is of order N in the number of charged particles in the system. It is the only viable
method for large simulations like the one described here.

Finally some comments on screening of charged surfaces. At high salt concentrations the region
with excess ionic charge is microscopically small. A rough estimate of the thickness of the zone
in which screening occurs, valid for dilute solutions (< 0.1 M), is given by d= Ki-I the inverse
of the Debye-Hfickel screening constant 13

8 Fie~nbV2

Here c is the macroscopic dielectric constant of the solvent (approximately 80 for water), v the
valence of the ion (always magnitude one in this paper), and nb is the bulk concentration of the
ions. Typical values of d are: 9.6 nm for 0.001 M, 3.1 nm for 0.01 M, 0.96 nm for 0.1 M, 0.31
nm for 1.0 M, and 0.18 nm for 3 M NaCi solutions. Obviously in high salt concentrations the
screening should be more efficient and the screening length smaller, but since the numbers are
smaller than the diameter of a water molecule it is not clear if they have any real meaning out
of the plane. At high concentrations there are in fact a myriad of difficulties with simple
Gouy-Chapman theory14-16 and many modifications to the theory have been proposed 13. There
are three main problems: first the dielectric constant of water, second the finite size of ions and
solvent which represent the lower length scale, and third correlated motion amongst ions and
water. For example there is no reason to believe that the appropriate value of c, the dielectric
constant of water, is 80 near a surface or in a high electric field where dielectric saturation can
occur. This subject has been discussed many times in the electrochemical literature17. Therefore
we can only take the theoretical values of screening lengths for concentrated solutions as an
rough measure of double layer thickness, and should be especially cautious when d is smaller
than the size of an ion or solvent molecule.
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SCREENING IN SPCE NaCI ELECTROLYTE
This section describes the interaction of hydrated Nae cations and Cl- anions in solvent composed
of SPCE water molecules with a charged metal surface. Each simulation was run for one
nanosecond or longer, and the instantaneous spatial positions of all the atoms recorded every
picosecond. The first 100 ps were discarded as anneal time. Then density probability functions
p(z) were constructed by averaging over the remaining time and over the x and y coordinates
parallel to the metal surface to give functions of z the coordinate in the direction perpendicular
to the surface. Figure 1, in particular shows the density profile results for Nae cations, CI- anions
and SPCE water molecules in a 3M salt solution at a temperature of 500 C. Calculations with
temperatures as high as 100' C where originally selected to improve the statistics. Temperature
dependence of the probability distributions in the range 30 to 1000 C is weak. In the 50' C
simulation there were 94 Na ions, 86 Cl ions and 1416 water molecules. The charge on the
electrode, equal to the image charge, is -(94 - 86)e or -8e, equivalent to a surface charge density
of -17.77 Cm-2.

The excess sodium ions, attracted to the electrode by the image charge, screen the electrode
charge. The screening charge is concentrated in the peak at 1.45 nm in the sodium density on
the right hand side of the simulation box near the point where the 9-3 wall potential passes
through zero (zW = 1.615 nm). The image plane of the metal is located at the extreme the right
hand vertical edge of the Figure I at z =1.862 nm. Simple Gouy-Chapman theory would predict
an increase in charge to a finite value at the metal surface. There is no peak in simple theory
because ions are point-like objects and the solvent is a continuum with a fixed dielectric con-
stant. The peak in the cation distribution at z = 1.45 nm is a consequence of a finite ion radius
and the hydration of the ions. The solvent layer at the electrode also effects the position and
shape of the cation distribution near the metal. Note that for Izi < 1.0 nm the cation distribution
is approximately flat at 30 ions nm-1. There is also a small peak on the left hand side at ca. z
=--1.4 nm, that is not associated with screening but is instead due to layering of the water
molecules at the flat restraining wall. This wall potential goes through zero at z = -1.615 nm.
Note that the chloride ion distribution does not show a peak in the same region as the cation
peak because negative ions are repulsed by the negatively charged metal electrode.

The chloride probability distribution has no major structural features, certainly no peak like the
screening peak at z = 1.45 nm in the Nal distribution. Starting from the metal on the right side
of Figure 1, the chloride ion distribution rises to a rough plateau that stretches from z = 1.00
nm to z = -1.00 nm. The chloride and sodium ion probabilities are sufficiently similar across
the plateau region for us to propose that this has the properties of a bulk zone. This suggestion
is supported by the observation of approximate local charge neutrality (ion densities are the
same), and very nearly equal integrated densities shown in Figure 2 for each of the concen-
trations at which the calculations were performed. The integrated density plots all monotonically
increase with z from left to right. The initial slopes for z < -1.0 nm are less because of the rise
in ion densities from zero at z = -1.615 nm to 'bulk' values for z > -1.0 nm. The solid line is
the integrated density for the Nae ion and the dlash line is for the C1- ions. Since the integrated
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densities are very similar this means that the electric field is locally very small or zero in the
bulk zone defined by Iz1 < 1.0 nm.

Whereas on the basis of one simulation we cannot interpret any of the minor features in the ion
profiles, comparison of the three sets in Figure 2 shows the persistence of smaller features near
1.2 nm and 1.4 nm for both ions. We will discuss these features below.

The water density profile shown in Figure 1 displays well pronounced oscillations on both sides
of the simulation cell due to the presence of the walls at Izi = 1.862 nm. Recall that the 9 - 3
wall potential is the same on both sides. The metal side (right) is distinguished by the existence
of the image plane. On the metal side at z = 1.615 nm the water density peak is the strongest
feature in the system due to localized water next to the metal. The surface electric field reaches
its highest value in this region and water is localized as a result of its interaction with the surface
field. In this simulation the waters in the first layer are oriented by this strong field and some
H bonds to the bulk region are broken. This electric field effect is distinct from localization of
water on Pt(100) and Pt(l 11) surfaces in the simulations of Heinzinger and Spohr 18, and
Berkowitz19' 20. In these later works the localization is at top sites of the Pt surface due to di-
rected features in the weak chemisorptive potential.
In Figure 2 we show the results of calculations that show the dependence of the ion densities
on salt concentration and electrode charge. The 300 C temperature for the 2M and IM plots
was chosen because there did not appear to be a significant improvement in statistics in the
earlier 500 C 3M calculation. Each calculation took approximately 3 months on a work station
80 to 90% dedicated to these calculations so it was not possible to run all the calculations at the
same temperature. In these plots the Cl density has been smoothed to distinguish it from the
Na ion density. Top panel displays the 3M result of Figure 1 in which there were 94 Na ions,
86 Cl ions and 1416 water molecules at 100°C, and the image charge on the electrode is -(94 -
86)e -- -8e. The temperature is 50°C. Note the similarity in ion densities between -1.0 and 1.0
nm in all three examples. The middle panel displays the 2M result in which there were 62 Na
ions, 58 Cl ions and 1516 water molecules, and the image charge on the electrode is -4e. The
temperature is 30'C. The bottom panel displays the IM result in which there were 32 Na ions,
28 Cl ions and 1576 water molecules, and the image charge on the electrode is again -4e. The
temperature is 30' C.

In each panel the cation and anion concentrations are approximately the same for Izi < 1.0 nm.
This identifies the region of the system with bulk electrolyte properties. Also for each system
we show the integrated ion density vs distance z. The integrals are taken from z = - 1.862 nm
to z = 1.862 nm., Solid line for the cation and dash line for the anion. Detailed examination
shows that in each case for Izi < 1.0 nm the integrals are almost indistinguishable. This indicates
that the electric field due to the ions is almost zero across the film as expected for a bulk
electrolyte.

In each case studied the width of the electric double layer region is small but finite. As an es-
timate of diffuse layer width we measure from the position of the hard wall (z = 1.615 nm) to
the point where the difference in integrated ion densities is 0.35 of the difference at the metal
(either 8 for 3M or 4 for IM or 2M). We can compare this with the Debye-Hiickel screening
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length since this is a e measure of diffuse layer thickness in the linearized form of the Gouy-
Chapman theory (numbers in parentheses). For the three solutions the measures are: for 3M
it is 0.2 nm (0.18 nm), for 2M it is 0.4 nm (0.24 nm), for IM it is 0.5 nm (0.31 nm). The
numbers in parentheses are the Debye shielding lengths calculated using Eqn( 1). The estimates
based on the ion probability distributions must be regarded as very rough because of the manner
they were done. They may change when the simulations are run longer, and are very sensitive
to structure in the water layers near the metal. In reality there must be effects due to the finite
size of water molecules and ions, and effects due to saturation of molecular polarizability in high
electric fields. However there is general agreement in trend and magnitude. This agreement
would be lost if the dielectric constant for water were taken to be c = 6, a value more appropriate
for a zone in which the dielectric properties of water are at saturation values17.
Returning to the topic of fine structure in the ion density profiles we note that on the metal side
all the chloride distributions have two weak features at ca. 1.2 and 1.4 nm. Both features appear
to be associated with peaks in the cation distribution and may therefore be due to contact pairs
or solvent separated pairs. It should be cautioned that the SPCE model for water was not de-
signed with high salt concentrations in mind, so the ion pairs may be more a feature of the model
and not nature! This in turn implies that correlation between ions at high salt concentrations
effects the distribution near the charged surface. It is interesting to note that there is no apparent
association of similarly positioned ion peaks at the restraining wall on the left hand side of
Figure 2.
Layering in the water distribution effects the ion distributions. Figure I shows a general result
confirmed by more extensive simulations, namely ions avoid regions of high water density.
On the metal side at right this is at z = 1.615 nm where the wall potential is zero, and at z
1.25 nm where there is a secondary water peak. Note that the highly localized water layer next

to the electrode creates a large exclusion region for ions of both signs compared to the restraining
wall on the left hand side of the cell.
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SUMMARY

This letter described the calculation of the structure of an electric double layer in a system large
enough to show a bulk-like electrolyte region that occupied a significant portion of the whole
simulation cell. Estimates of the width of the diffuse layer were consistently larger than the
corresponding Debye-HOckel screening lengths.

The cations and anions density profiles screening the electrode was structured. In the case of
cations there was a peak near 1.4 nm. For anions there was a shoulder at the same position.
There no sign of similar structure near the restraining wall. Influence of solvent on both dis-
tributions near the metal interface was also noted. This simulation places no restrictions on ei-
ther ion-ion or water-ion correlations, unlike the simple Gouy-Chapman theory where there is
no correlation.

The water distribution showed a plane of localized water at the point where the 9 -_3 wall po-
tential passed through zero. This localization involves preferential orientation of the water, and
some evidence of up to three layers of water is evident.
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Figure 1. Ion and water probability density distributions for 3M salt solution at 50'C, charge
on the electrode qM = -8e. Composition of the simulation cell: 94 Na+ ions, 86 CI- ions, and
1463 water molecules. Metal electrode on right hand side at z = 1.862nm (position of image
plane), restraining wall origin on the left at z = -1.862 nm, positions where the wall potentials
on both sides of the simulation cell go through zero at lzl= 1.615 nm are shown by vertical
broken lines. Water density shows highly localized surface layer of water near z = 1.62 nm.
The cation distribution shows a sharp peak near z = 1.45 nm corresponding to the excess positive
ions that screen the negatively charged electrode. The Gouy-Chapman distribution for cations
and anions is shown superimposed on the chloride (broken line) and sodium (solid line) ion
distribution.
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Figure 2. The sodium and chloride ion probability distributions in 3M (501C, electrode charge
-8e), 2M (30'C, electrode charge -4e), and I M (30'C, electrode charge -4e) aqueous sodium
chloride solution. Smoothed curves are for chloride, and the unsmoothed curves are for sodium
cations. Metal electrode on right hand side at z = 1.862nm (position of image plane), restraining
wall origin on the left at z = -1.862 nm, wall potentials on both sides of the simulation cell go
through zero at lzI= 1.615 nm (shown by vertical broken lines). The integral of each ion dis-
tribution is plotted , solid line for cation dashed line for the anion. The two integrals diverge
near the metal wall, where the excess cations are concentrated and shield the electrode charge.
The depletion of the anion distribution has structure that is induced by layering in the water
profile. Note that all the distributions show a distance dependence that deviates from the be-
havior expected qualitatively from the simple Gouy-Chapman theory.
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Abstract

The time independent electric potential due to water and a lithium ion near a charged metal surface is calculated by space and
"ensemble averaging of trajectories generated by a molecular dynamics simulation. Since the cation does not contact adsorb, variations in
the electric potential near the metal surface are due to water oriented in the electric field of the charged surface. The potential is
decomposed into separate contributions from monopoles (from the ions), and dipoles, quadnipoles and octopoles (from the water
molecules). At distances greater than about 0.5 nm from the electrode (two to three water molecules) the potential is 'flat' with the
quadrupole contributing most due to a near cancellation of the ion and water dipole components. Approaching the surface, weak features
are encountered due to water packing and then a big oscillation due to water oriented in a layer next to the electrode. None of these
effects are described in theories that approximate water as a continuum fluid.

Keywords: Electric potential; Aqueous electrolyte. Molecular dynamics simulation

1. Introduction Fig. I (upper part) shows schematically the electric
potential of the system when water is assumed to be aIn this paper we describe thc calculation of the electric simple dielectric continuum. The lower part of Fig. 1 is a

potential across an electrified interface using a molecular camtoo thatrid on The moleulartcaleagpicure o
dynaicssimlaton prfomedat onstnt . V T.The cartoon that provides, on the molecular scale. a picture of

dynamics simulation performed at constant N1 V, T. The the double layer near a flat charged metal surface when
simulation cell consists of one lithium ion and 157 water there are no contact adsorbing ions. Similar pictures can be
molecules. Lithium was chosen because it does not lose found in many textbooks and review articles. The water
solvation and contact adsorb on the surface in the range of next to the electrode is shown as an oriented monolayer. If
charge densities used (-0.288 e nm-c) in the calculation. this first layer of water is not displaced by the cation at its
This makes the interpretation of structure near the dcc- distance of closest approach then the hydrated cation is
note simpler. We resolve the potential into explicit contri- two water molecules away from the surface. This is a
butions from the ions and the multipole moments of the characteristic feature of the model of Bockris and co-
water molecules. The variation in the potentials with dis- workers [1-31. In Grahame's model [41 the ion's primary
tance from the electrode shows structure which is related solvation shell can contact the electrode. The plane of
to the distribution of the ion and the distribution and closest approach of the positive ion is the outer Helmholtz
Orientation of the water molecules. The features in the plane (OHP)M The diffuse region' in this traditional picture
electric potential due to water are new and not found in starts two solvent molecules from a flat electrode surface
theories that treat the solvent as a dielectric continuum, and stretches out many nanometers into the bulk elec-
The explicit calculation of quadrupole and octopole poten- trolyte. The Gouy and Chapman model [2] provided the

dials provides insight not available from theories that model first quantitative description of the diffuse layer.
the solvent as a point dipole in a sphere. This paper consists of three sections. Section 2 contains

a brief description of model and methods. Two comple-

This paper is based on a presentation given during the Snowdonia mentary methods were used to calculate the electric poten-
:neference oa Electrified Interfaces, Harlech. Wales, UK. 17-21 July tial. In Section 3, we first briefly describe the distribution

f 1995, profiles for ions and water molecules obtained from the

-0022.0728/96/$1500 0 .IM6 Elsevier Science S.A. All rights reserved
*' 0022-0728(96)04.5 IlO-X
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solvent, and nb is the concentration of the ions in the bulk.
IHP Typical values of d are: 3.1 nm for 0.01 M, and 0.96 rm

.... .for 0. 1 M. The derivation of this formula does not hold for
high salt concentrations, though it can provide some guid,
ance. For example, at 0.3 M we have d = 0.55 nm ,which
is only about twice the size of a water molecule or ion. We

- i conclude that most of the surface charge screening takes
place close to the electrode and that a simulation cell with
"size L = 1.862 nm should be just large enough to capture
most of the physics.

,.. .,- 22. Immersed electrode model

A . . j )A .T•- model consists of a layer of electrolyte between
' - ''' " two walls. The gap between the walls is the simulation cell

,. .' ... edge length L = 1.862 nm. The cell contains 157 model
i"i \ "">' '' ST2 water'molecules and one lithium ion. The cell is

"• periodically replicated in the two dimensions xy parallel to
the metal surface, but not perpendicular to the surface. The
wall on the left (z = -L/2) carries no charge, it is a

Fig. I. Schematic diagram of the charged meial clecvrodelaqucous lc - w
trolyie interface. The metal is shown as a flat negatively charged surface simple restraining wall to hold the electrolyte in place. The

and there is a fully hydF~ed cation at the OHP two water molecules wall on the right ( z = L/2) is the metal with the plane
distant, The top part shows a schematic of the electric potential assuming z = L/2 the electrostatic image plane. The charge on the
the ions are point charges in ý dielectric continuumn testricted to the metal equals the image charge of the lithium ion. The total
solution side of UI~c OMP. charge of the system is zero because the water molecules

are individually neutral and the ion and its electrostatic
molecular dynamics simulation, and then the results of the arc individ netaand The ionta lectrostai* image are opposite in charge. The essential feature of the
electric potential calculations. These include the results of immersed electrode model is that the charge in solution
decomposing the potential into multipole components and imesdlctoe oelsththehaginouin

exactly equals the charge on the metal, and the charge ona summary of the effect of varying the width of the spatial the metal is the net electrostatic image charge (all the
box used in making the space averages. It is shown how~water molecules have electrostatic images but their net
the water quadrupole and octopole multipole structure in charge is zero).
the potential is washed out when the box dimension pa-
rameter approximates the size of a water molecule.

2.3. Model for water and ions

2. Model and methods In all the calculations reported here we uise the parame-

ters of the Stillinger [5.61 ST2 water model and the interac-
2.1. The screened electrode tion parameters for alkali metal ions and water developed

by Heinzinger (7). The ST2 water molecule model consists
Since the ciectrolyte solution is a conductor, all charged of a central oxygen atom (0.ST2 or 0 for short) sur-

surfaces immersed in the electrolyte are screened by dis- rounded by two hydrogen atoms (H_ ST2 or H for short)
placement of ions towards the surface in such a way as to and two massless point charges (PC ST2 or PC for short)
shield the bulk solution from the field of the surface in a rigid tetrahedral arrangement. The 0-H and O-PC
charge. The simplest treatment of this phenomena is the bond lengths were 0.10 nm and 0.08 nm respectively. This

Gouy-Chapman theory [2] which treats ions as point small difference in bond lengths means that the water ST2

charges and all the solvent molecules as if they comprised model and its electrostatic image behave similarly. The
a dielectric fluid. According to this theory the concentra- only Lennard-Jones 'atom' in the ST2 model is the oxy-
tion of monovalent ions has fallen to e-' of its 'surface' gen atom. The hydrogen H -ST2 and point charges
value at a distance d from the electrode given by PCST2 interact with their surroundings (i.e. other atoms

(iDkT \ and surfaces) only via Coulomb interactions. Tlheir charges
_82_ (1) are q.-0.235701el and qpc= -qH.. The 0 atomhas.
'r 2nzero charge. The lithium ion was treated as a non.POlariz"

in unrationalized form. able Lennard-Jones atom with point mass and charge. For
The inverse d-l is the Debye-Hiickel screening con- example, the (e, ar) pairs are (0.3164, 0.3100) and

stant. Here D is the macroscopic dielectric constant of the (0.1490, 0.2370) for 0 ST2 and Li ion rcspectively- The

_______________________________________
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units are s in kJ mol- and o- in nm. The Lorentz- tion in vacuum. Without any local spatial averaging this
tBerthelot combining rules were enforced for unlike species, point of view is similar to that followed by Wilson et al.

namely. £A,• = (eAAeBB)/ 2 and oAB = l/2(O(AA + O'BB). [13.141. The second way (the molecule method) views the

The Stillinger switching function was used to modify the dynamical system as a collection of molecules with inter-
coulomb interactions between water molecules at close nal electrical structure. These are inherently more complex
range. All molecule-molecule Lennard-Jones-type inter- objects than atoms. To specify the electrical properties we
actions were cut-off in a smooth fashion at a molecular need the space coordinates. orientations and electrostatic
separation R = 0.68 nm. multipole moments of each ion and molecule in the sys-

tem. The approach we follow was described by Russakoff
2.4. Interaction between water and ions and the walls [15]. This derivation of a set of macroscopic Maxwell

equations from the equations of charged particles in vac-
The metal was represented by two linearly superim- uum is summarized in a number of standard texts [16]. We

posed potentials. Pauli repulsion and dispersive attractive note that though the dynamics are uniquely defined by the
interactions were represented by a 9 - 3 potential, and the models we use, the time independent average fields and
interaction with the conduction electrons by an clectro- potentials that are calculated are not unique because we
static image potential. In the calculations described here can broaden the point charge dis;ributions inside the ions
the image plane and oriýgin plane of the 9 - 3 potential and molecules in a spherically symmetric way, and so long
were chosen coincident. This was tantamount to choosing as the broadened distributions stay well inside the
the image plane and the nuclear plane of the metal surface Lennard-Jones spheres (so that distributions on different
to be same plane. This is acceptable in our scheme because molecules do not overlap) then the dynamics are un-
the Lennard-Jones core parameters oa are all large and the changed. This means we can smooth some of the averages
"thickness' of the repulsive wall is also large (ca. 0.247 within limits set by the geometry of the models and the
ann). The atom-surface interaction parameters describing energetics of collisions. This point has already been pointed
interaction with nonconduction electrons were chosen to out by Wilson et al. [13.17) in their interesting discussion
be the same as those used by Lee at al. [8]. The well depth of the properties of the vacuum Iwater surface.
is approximately equal to thermal energy 'kT' or about 2.4 The atom method uses the distribution of point charges
ki molr- in vacuum. Consider the set of point charges without

regard for whether they originate from neutral water
2.5. Electrostatics molecules or charged ions. In this case the source term for

Maxwell fields in Vacuum is the microscopic charge den-
During the molecular dynamics simulations the fast sity

multipole method developed by Greengard and co-workers
[9-121 was used to evaluate all long range sums of electro- pA(r. r) = pn,,,(r, t) + ,o,( r, t) (2)
static interactions without truncation. The charge on the
electrode is the image charge - I e. At any instant during where
the molecular dynamics run, this charge is not uniformly
distributed across the electrode but localized on the surface pmelk•s(r, t) = Pm,:,,.( x, y, t) 5( Z - 1/2L) (3)
in such a way as to produce the same electric field and
potential as the electrosta~tic image of the lithium ion and and
all the water molecules. The field acting on the lithium ion
comes from all the water molecules in the cell, all water N .....
and ions in the xy periodical replicant cells, and all of the q,,•(r, t) = 6 q,8 [r - r.( r)] (4)
electrostatic images of the contents of all cells in the image
plane of the metal. We emphasize again that in this
calculation. as in all the others described in this paper. no Here N,, is the number of atoms in the simulation cell
electrostatic interaction is truncated. and r, is the position of the jth atom. The surface charge

There are two useful ways to calculate the average time density on the metal Pm,,,I(x, y, 0) is time dependent
independent electric potentials from stored molecular dy- because it depends on the position of the atomic charges.
11aanics trajectories. The reason for doing this is to make All the charge in the system is described by p,. We can
comparisons with averaged potentials calculated by other subject this charge density to local space averaging using a
theories, e.g. Gouy-Chapman. The first method (the atom test function. Let f(r) be a real positive function localized
approach) uses thcharge or partchargharge on each atom around r = 0. We define the local spatial average of
and the three space coordinates of each atom recorded at F(r, r) by
regular time separations (usually I ps) as input into the
generation of a charged source distribution. The source (F(r. 1)) = fdr'f(r')F(r- r', r) (5)
term for Maxwell's equations is the charge density func-
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The time average can be replaced by an average over Here N•, is the total number of molecules in the system,
configurations at different times The number of atoms in the nth molecule is N,,, and r,,

is the position of the charge q,, measured from the center
(F(r, r of the nth molecule. Note that r, and rfl are time

F(r) = lim -j'dr'(F(r. r)> N) depe ndnt, 0 car$ dependent.

Next we perform explicit local spatial averaging with a
test function and take the ensemble average. These steps

The system has translational invariance in the xy plane; are formally the same as described for the atom method.

therefore F(r) is only a function of z. Consequently we Then for each molecule (label n) we take the average with

consider only test functions f(z) like the localized one-di- respect to the test function f(z), and make a Taylor

mensional Gaussian function expansion of atomic coordinates r,,, relative to the molecu-
lar centers r,,. This yields the following expression for the

f(z) = (17g2)-'/ 2 exp[- (z/g)2] (7) averaged charge density by the molecule method:

We will subsequently refer to g as the Gaussian width or = -

'bin' width. The metal surface charge density po,,,,, ..) z.
(x. y. r) is replaced by the averaged image charge density d2 

- d3 _
which is a constant. The metal image charge is denoted by + - Q,(z) - -- OZ..(z) + (13)

PM,,,i. After the condigurational averages are performed we d d z
get the z-dependent charge density where

TCz) = 5 ( • - 1/2L) + •,,,,(z) IS) -I Nq,.T)( z) = -- T- f [ z - Zo(Ij] j q (14)
where after substituting explicitly for the test function we Nco(z r = R ,x =- I(14

get Nc... N. N

Sl " ( = -N E E f[z-z,,,(,)] q,,,z,n(rj)
: oz) = -z- E E - zj(,,)] (9) -Nio, I M ;. - I ,,_,SN~o~fi,,i-I j-I (5

The electric field and potential are given by integrating the
vacuum Maxwell's equation over the remaining space Q:( z) =- E 1/2 E f z- z,,(r,)]
variable z - ,,-,

. o L X q,,bZ,,(ti) 4b( (16)

z -) f d -'Et,.( Z') (10) f I Z N,,,z,60_,(Z( ))~ Q__() -N__¢, -1 g f[z- z,,(t1)]
N - 6n

The second approach treats the system as a collection of
molecules (labels n, positions r.) composed of atoms X qMbzb(tIZh(I;)Zb() (17)
(label b. position r Tnb charge q,,,)- The charge density of b=
the system is still the same as p,(r, 0) but with the atomscollected into molecular groups. For the molecule method Here the charge density in the second method has been
welwrited inth molechlargesiy asFows hemolresolved into contributions from monopoles (ions only in: we write the charge density as follows:

this paper), dipoles, quadrupoles. octopoles. and higher
p, (r, r) = Pme,,t( X. y. t)8( z - l/2L) + pmoi(r, t) order terms (all from the solvent in this paper).

(II)

where p,,,, is the same charge density on the metal 3. Single metal ion
surface as in the atomic method, and the charge density
from the molecules is

In this section we first describe briefly the probabilitY
density distribution calculated from molecular dynamics

p, ,(r, t) pq(r, t) trajectories. Then we discuss the contributions that the
"= ' electrostatic multipoles make to the total electric potential.

N,,1 N,,4  Finally we discuss the sensitivity of the potential and its
" "q.Y q I, [r- r,(z) - r,(r)] (12) components to the width of the test function used in the

S,,=, I ,-, calculation.

I.
1
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.050 i.i.rST00 onds with a system about four times larger (two lithium

.025 - ions and 598 water molecules). The water density profiles
when appropriately scaled appeared almost exactly the
same, and the lit~hiurm probability p( z) profile was again

'•-.025 spread across the cell and formed a diffuse zone with a
I •moderate bias toward the metal. This latter result provides

200 - PcM J pp.,? some reassurance that small simulations can give useful
100 - information about water structure within two or three

7 0E ,-S2 ps(z. layers from the surface.
Near the metal, the ion center did not pass z = 0.4 nm.

"L 0 ,- Lithium PuLZ) This meant it was never closer than 0.3 nm to the point
- -- • where the wall potential passed through zero (vertical

, "dashed line at 0.6 nm in Fig. 2). At this point of closest
100 ate" poZ-) approach there is still room for one water molecule be-- _.tween the ion and the metal. In Grahatne's picture oft I J I Ii

--0.8 -0.4 0.0 0.4 . aqueous electric double layers [3.43 water in the primary

Distance z /nm solvation shell of small ions can touch the electrode sur-

Fig. 2, Electric potential and density profiles for lithium cation i' ad face. In contrast, in the model proposed by Bockris [1,31

157 STst2 waters near an immersed electrode. Metal electrode on the the solvated ion doe.s not displace water in the first layer
right hand side, dielectric on the left. Image plane at - 0.931 nm and next to the charged metal, and the ion is always at a
wall potcntials go through zero at I z = 0.68 nm. distance of about two water molecules from the surface. In

the simulations described here the ion behaved like the
picture due to Grahame. A more detailed model of adsorp-

The simulation was run for 2000 ps. the first 100 ps of tion in which the ion interacts with atoms and electrons
which were used to equilibrate the system. Fig. 2 shows comprising the surface is beyond the scope of the present
the probability density profiles for the atoms, ions and work. In passing we mention that metal-water potentials
water averaged over the xy plane. Also shown at the top in exist for platinum and several other metals. Generally, the
Fig. 2 is the electrical potential calculated by the atom effective well depths are large, and to calculate distribution
method using a Gaussian test function with a width of profiles requires either very long simulation times (greater
g = 0.03 nm. It is shown with the probability distributions than 10 ns) and or the use of specialized sampling tech-
to highlight features due to water as the majority species. niques [201.
Note that in Fig. 2 the scale for water and its components The water profile shows some new structure not seen in
differs from the lithium ion by a factor of 50. water without ions [19,21]. Most interesting is the peak

In Fig. 2 the LiU ion mass center maps out a diffuse-like closest to the metal surface at ca. 0.68 nm due to a few
region between -0.6 and 0.4 nm. The small ionic radius localized water molecules. The orientation of these local-
of Li' ensures that its primary solvation shell is tightly ized water molecules can be determined from the HST2
bound, making it the core of a much larger composite and PCST2 probability distributions. T1he protons on
object. Only in a particularly high surface electric field can these molecules give rise to the distinct peak at ca. 0.75
this object dissociate and permit the Li4 cation to contact nm in the H - ST2 distribution. In the PC - ST2 distribution
adsorb on the electrode. The apparent asymmetry of the there is a peak at ca. 0.625 nm that is enhanced more than
distribution may be due to the limited width of the cell and the second peak in the HST2 profile at ca. 0.6 nm. The
consequently no significance is attached to its shape other first water peak at ca. 0.68 nm lies between the first H and
than it is diffuse in nature. The ion can be pulled closer to PC peaks measured from the metal surface. The positions
the metal by applying an external uncompensated electric and relative intensities of these peaks suggests that some
field. Uncompensated field cannot be screened completely of the localized water molecules have one proton pointing
by ions present in the solution. This is a convenient way to at the electrode. This would permit the system to adopt an
check the sensitivity of an ion to adsorption in higher ice-like configuration with hydrogen bonding to a second
fields, without having to resort to a separate lengthy layer of water, similar to that discussed by Lee et al. [8).
computer simulation. When the surface field was roughly We do not preclude other waters with two protons pointing
equal to that produced by doubling the negative charge on at the surface; these would have a dipole normal to the
the metal, the lithium ion did not contact adsorb [18,19], surface which is favored on the basis of simple electrostat-
whereas all the larger cations (Na", K', Rb', and Cs') ics.
did contact adsorb. Fig, 3 shows the electric potential (atom X 10) across

To check for large effects owing to correlated motion the cell calculated by the atomic charge method with a test
between two Li4 ions in the same simulation cell we function with Gaussian width g - 0.03 nm. Also shown
Performed the calculations for several hundred picosec- are the components of the electric potential coming from
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the ions (monopoles) and the point dipoles of the water .10
molecules. The component potentials were calculated by
the molecular method. The components are monopole
(mono), dipole, and monopole + dipole combined (m + d
X 10). Note that for I z I< 0.6 nm the monopole and .- r+d-

dipole terms almost cancel. C.
The monopole contribution (mono in Fig. 3) due to octopole

lithium ion alone drops monotonically, as expected, for the I ,. .
potential inside a capacitor where the charge on the left is t ,-

in a diffuse layer spatially separate from the charge on the -6
right plate (metal) at z = 0.931 nm. Adding the dipole qadrupole
completely changes the potential (see m + d X 10 curve).
The water molecules very effectively screen the field
inside the capacitor, except for the region z > 0.68 nm
where the water distribution drops rapidly to zero. The
peak in m + d near" 0.7 nm occurs where they no longer . -.4 0 .4 n
cancel and the monopole charge dominates. Distance z nm

Fig. 4 shows some of the higher order electrostatic Fig. 4. Higher order electrostatic components of the electric potenttal.
Quadrupole and octopolc potentials from the water molecules, For com.components of the electric potential. Quadrupole and oc- pison the inonopole+ dipole combined (m - d) potential is also plotted.

topole potentials are from the water molecules. To allow Note that the quadrupolc potcntial is approximately constant acro&S the
an easy comparison the monopolc + dipole combined (m cull except near the metal where the potential has a sharp pcak, Tn
+ d) potential is also plotted. Note that the quadrupole octopole potential is everywhere approximately ecro except near the
potential is approximately constant across the cell except metal surface. Simulation cell contains one Li' ion and 157 sr2 ,atcrswith the metal eletrode on the right hand side. and dielecric on the left.near the metal where the potential has a sharp peak. The Image plane at z = 0.931 nm and wall potentials go through zero at
octopole potential is everywhere approximately zero ex- I z = 0.682 am.
cept near the metal surface. Adding the quadrupole term
(also from water only) brings the atomic and molecular differences are greatest at the surfaces where the atomic
calculations into some measure of agreement The method traces charge density smoothly. whereas the
quadrupole contribution to the potential is a negative con- molecular method, based on an expansion about molecular
stant in the region away from the wall potential. This centers, requires many high multipoles to describe the
occurs because its contribution to the charge (pnt(r, r)) field. The dangers of omitting higher multipoles were
contains a double derivative in space coordinates. The clearly pointed out by Wilson et al. [13.17) for water

without ions.
We close this section with a discussion of changing the

iU1• 7s• length scale over which the test function averaging is
performed. The lithium system was chosen because prior
work [18,19] and systematic electrochemical experiments
(2] have shown that small ions like lithium or fluoride
form diffuse screening zones near charged electrodes, and

d ',: have little tendency to contact adsorb, Fig. 5 shows the
: 0 'relative insensitivity of the monopole and dipole potentials

I to a change in the Gaussian bin widths for the range
g 0.03 to 0.3 nm. The solid curves are for g 0.03 nrn

-.5 atom and the broken curves for g = 0.3 nm. The smearing of
monopole (ion) charge for g = 0.03 to 0.3 nm did not

mono-. cause it to overlap the metal so that this component of the
-I electric potential hardly changed. The dipole potential

j I changed most with g, notably for z > 0.68 nm since the i
-. 0 .4 .8 water density extended all the way to the repulsive regiOn

Distarc z / nm of the wall potential of the metal. Since the monopole and,
Fig, 3. Electric potential (atom X 10) and components of the potential dipole potential almost cancel in the solution phase this
calculated by the molecular method. The components are monopole makes the m + d potential sensitive to the detailed behav-
(mono), dipole, and monopole + dipole combined (m t d X 10). Note that ior of the dipole near the surface.
for I zI < 0.6 rim the monopole and dipole terms almost cancel. Simula.
Uion cell contains one Li ion and 157 st2 wters with the metal Fig. 6 shows the sensitivity of higher order electrostatic
cleco'ode on the right hand side, and dielectric on the lef. Image plane at multipole potentials to Gaussian bin widths for the rang'
z 0,931 nm and wall potentials go through zero at I z I -, 0.682 nm. g = 0.03 to 0.3 nm (solid curve for g = 0.03 nm. long
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Fig. 5, insensitivity of low order .leetrostatic multpole potentials to Mg. 7. Sensitivity of the atom method electric potential to Gaus-ian bin
Ga-ssian bin widths for the range g - 0.03 to 0.3 rum. Monopole and widths for the r.ngc g = 0.03 to 0.3 tim. The corresponding monopole
dipole do not change value except the dipole for z > 0.68 rim -here the potentials are plotted for rc/erencc. Note that the peak in the potential
water density is vCey sm.all. Simulation cell contains one Li ion and 157 near 0,8 nim is complctely washed out at g - 0.3 rim. Simulation cell
sc2 waters with the metal ,lectrodc on right hand side, and dielectric on contains one Li' ion and 157 st2 waters with the metal electrode on dte
the left. Image plane at z - 0.931 am and -all potentials go through zero right hand side. and dielectric on the left. Image plane at z = 0.931 nm
at I zI - 0.682 nm. and wall potentials go through 7.cro at I -- -: 0.682 nm.

broken curve for g = 0.f1 m. and short broken Curve for potential is shown in Figs. 7 and 8. In Fig. 7 the sensitivity
of the atom potential to the Gaussian bin width is shown

octopole are washed out by the value g = 0.3 rim the size Iof the water molecule. Note that the quadrupole potential (solid curves) for s - 0.03 to 0.3 rim. The brok~en curves
of te wtermolcule Noe tat he qadrpol pntal show the corresponding mionopolc potentials. The differ-

is averaged to a finite value, very roughly constant over
ence between die two sets of curves is due to the water.

the cell. The potential from the octopoles averages to zero
over the whole cell for bin widths greater titan g =0. 1 nm. Note that the peak in the potential near 0.8 rm is corn-o0e tlee washed oelr at 0.3 ridth greate th8 sh w a deai of

The effect of changing the Gaussian width on the total pletely washed out at g 0.3 nm. Fig. 8 shows a detail of
Fig. 7 in the range of small electric potentials (-0.05 to
0.05). The Gaussian bin widths are the same as before.

Lh5' tze00 g=.03..1,.Snm g = 0.03 to 0.3 nm. The corresponding monopole poten-

tials are plotted for reference. Note that the peak in thei octopole 4 ?potential near 0.75 nm is completely washed out by g = 0.3
0 nin.

SA.4 Figs. 7 and 8 demonstrate that as the size of the bin is
increased from & 0.03 nm (0.1 x water molecule dimen-
sion) to g 1.0 nm (3 X water molecule dimension) the

"0 0. , structure in the electric potential near the surface due to
the water profile is lost. The total potential becomes
monotonic and resembles the shape of the monopole po-

quadrupole rtencial curves calculated using the monopole charge distri-
-+.5 bution. Since the component of the water dipole perpendic-

ular to the surface is not averaged to zero the atom
_________ .,,___.,___ tpotential at the surface always remains smaller in magni-

• -. -. 0 .4 .8 rude than the monopole potential. We can regard this as an
Distance z/ rim expression of dipole dielectric polarization which remains

F1. 6. Sensitivity of higher order electrostatic multipole potentials to after Gaussian averaging and reduces the value of the
Gaussian bin widths for the range g = 0.03 to 0.3 rim, Note that the surface potential by roughly an order of magnitude (curves
tIttadpoic loses the surface peak for a width equal to the water molecule for g = 0.3 nm). As expected, the monopole potentials are
ditension 0.3 rim. The octopole potential averages to zero over the whole not as sensitive to the value of the width g as the atomic

cell. sim ula tion cell contains one Li ' ion and 157 st2 waters with the
"Ictal electrode on the right hand side, and dielectric on the left. Image potentials. This is an interesting qualitative result because
Plane at z - 0,9.31 nm and wall potentials go through zeroat I z I -0.682 it shows the transition from the microscopic scale, where
11111. surface water oscillatory structure dominates the potential,
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.08 1 1 1 1 1 1 structure near the surface. A significant contribution from
octopoles and higher order multipoles occurred near the

surface where the fields are strong and the potential rapidly
.0 , varying. The insensitivity of monopole and dipole to the

7 spatial bin width was in contrast to the behavior of the
.02 'quadrupole and octopole.
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Abstract-Electric fields and potentials of an equilibrated assembly of ions and water molecules adjacent
to a charged metal surface are calculated as a function of perpendicular distance z from the surface from
data derived from molecular dynamics trajectories. The spatial distributions of atoms or molecules along
direction z are found by ensemble averaging of trajectories followed by averaging with a localized func-
tion with a well defined length scale. Two methods were used calculate z dependent charge density
distributions. In the first, to be called the atom method, the trajectories of charged atoms are averaged. In
the second, called the molecule method, a Taylor expansion of charged atom positions relative to molecu-
lar centres is performed and the charge density separated into monopole, dipole, quadrupole, octopole,
... components. These distributions are used to calculate the electric potential and in one example to
study the progressive loss of structure due to water as the length parameter is scanned through the
dimension of a water molecule. This latter result provides a link between simulations with detailed atomic
modelling of intermolecular interactions and electric potentials derived from Gouy-Chapman theory.
Illustrative examples are chosen from simulations of aqueous solutions of simple alkali halide electrolytes
next to charged and uncharged flat metal surfaces. The smallest system has one ion and 157 water
molecules, the largest 60 ions and 1576 water molecules. Copyright © 1996 Elsevier Science Lrd

Key words: molecular dynamics, interfacial electric fields, calculation methods.

1. INTRODUCTION the fast multipole method of Greengard and co-
workers[6-9].

In this paper we describe the calculation of electro- The cartoon in Fig. I depicts the traditional
static fields arising from ions and polar molecules in view[10, 11] of the electric double layer in the ther-
equilibrium distributions in front of charged metal modynamically stable region of electrode potential
electrodes. The focus is on fields within ten water for a metal with a flat surface. The electric potential
molecule diameters of the electrode-aqueous electro- due to ions is schematically shown at the top. We
lyte interface. Molecular dynamics simulations are will show that near the surface this way of depicting
used to calculate the trajectories of ions and polar the distance dependence of the potential is wrong
molecules, which are time and space averaged in a
manner to be described to obtain time independent
distributions depending only on the coordinate z OHP, HP -

perpendicular to the surface. These averaged dis- - -

tributions are then used as the source terms in
Maxwell's equations to calculate fields and poten- Electric potential
tials that are in a form that can be compared with
potentials derived intuitively from electrochemical
knowledge or the results of non-simulation methods
like that of Gouy-Chapman-Stern[1-4] theory or
Henderson and co-workers more sophisticated r
correlation function technique[5]. These latter
methods solve Poisson's equation with the Bolt-
zmann ansatz and calculate from the charge distribu-
tion the electric field and potential across the double
layer region. In our work examples are chosen from
simulations of aqueous solutions of simple electro-
lytes next to charged metal surfaces that represent
frequently encountered situations in adsorption from
electric double layers. All sums of electrostatic inter- Fig. I. Schematic diagram of the traditional view of theelectric double layer showing a flat negatively charged elec-
actions are evaluated without spatial cut-offs using trode with contact adsorbed anion and fully hydrated

cations at the outer Helmholtz plane (OHP). Electric
* Author to whom correspondence should be addressed. potential shown schematically at the top.
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because it neglects the contribution from oriented in simulations of aqueous electrochemical interfaces
water molecules. In Fig. 1 the labels IHP and OHP that typify general classes of behaviour. All the
denote the inner and outer Helmholtz planes, respec- systems were composed of water and monovalent
tively. In the cartoon the compact part of the double ions adjacent to a metal surface. The examples
layer contains an anion in physical contact with a chosen from small scale simulations are: a non-
flat surface and a cation two water molecules distant contact adsorbed Li' ion, a contact adsorbed P-
from the electrode as in the model of Bockris, Deva- ion, a neutral solution of Li+ and I- (anion contact
nathan and Miiller[12]. The diffuse part is symbol- adsorbed), a neutral solution of Li+ and F- and Li+
ized by the labelled arrows which cover the region and two iodides 21- (cation attracted to contact
from the OHP to the bulk electrolyte region. adsorbed anions). As an example of a larger calcu-

The calculation of the classical electric field of a lation that shows that some of the main features in
set of charges is a well studied problem. Given a set the small simulations are also found in calculations
of charges the electric field and potential can be ten times larger is given at the end of the paper. In
found with arbitrary high accuracy by a number of this example we discuss a 1 M NaCl salt solution in
methods. In molecular dynamics and Monte Carlo front of a charged electrode. In this simulation the
simulations Ewald's method has been frequently region of electrolyte that screens the charge on the
used. However in systems large number (N > 200) of electrode and the bulk solution are evident.
charged or polar species, Ewald methods are slow In our smallest simulations the cell size
(time t oc N1-5 ) compared to the fast multipole (L = 1.862nm) is too small for us to be confident
method (t oc N) and particle-mesh methods[13] that we can do more than describe the average elec-
(t oc N log N). The molecular dynamics simulations tric field between the metal and the OHP. The decay
described in this paper would not be possible of the average electric field to zero at the non-metal
without the use of the fast multipole method to boundary is the result of charge neutrality in the
evaluate the long range electrostatic fields. Using the immersed electrode model. Consequently in the
fast multipole method we have performed many smaller simulations we focus primarily on the inter-
simulations on systems containing 600 charged par- facial fields within the first three or four water mol-
ticles and a few simulations on larger systems con- ecules, corresponding to a distance up to about 1 nm
taining 5000 charged particles and their electrostatic from the electrode. In the large simulation with a cell
images. (L = 3.74nm) containing 5000 charges[19], the dis-

Given that we are able to accurately evaluate long tribution of ions from the zone where the screening
range electrostatic interactions in a molecular of the charged metal occurs, all the way to the
dynamics simulation, the next step is the calculation "bulk" electrolyte is observed. In this case we can
of local electric fields from time averaged charge dis- more confidently interpret the decay of field and
tributions. This is the main task of the present paper. potential found in the calculations and identify what
We concentrate on two methods to calculate time corresponds to the diffuse region of the electric
and space averages of charge source functions, and double layer. Traditionally the structure of the
the corresponding electric fields and potentials. The compact region where ions contact adsorb is
first method, to be called the atom charge method, thought of as being static and resembling a capacitor
uses the positions of the atoms and the charge or of atomic separations. Our model permits the ions to
partial charge of the atoms to calculate a time inde- move in and out freely from the diffuse layer and to
pendent electric charge density. After making aver- contact adsorb and desorb. We note that Henderson
ages parallel to the surface this technique yields and co-workers[20] in their work solving the
results equivalent to that described by Wilson, Ornstein-Zernike equation for the electrode-
Pohorille and Pratt[14, 15], based on the derivation electrolyte interface have shown (as does the work
given in Landau and Lifshitz[16]. The second presented here) that there is no sharp division
method (called the molecule method) considers the between the diffuse and inner layers, in contrast to
system in a fundamentally different way. It views the the ideas conveyed by the pictures in many text-
world as a collection of charged or polar molecules. books. We summarize the goals of the present work
It uses a Taylor series expansion of charged atom as follows. First, the calculation of averaged electric
coordinates relative to an origin on the molecule to field and potential for systems of electrochemical
express the electric source in terms of a sequence of interest. Second, to contrast the atom and molecule
electric multipole (monopole, dipole, quadrupole, methods of calculating charge densities and poten-
octopole, ... ) polarization source densities. This tials. Third, to qualitatively analyse deviations in the
method follows the description given in standard electric potential from the curve for ions in a dielec-
texts such as Jackson[17], which is based in part on tric fluid in terms of distribution of solvent and ions
the lucid description in the paper by Russakoff[18]. near the metal surface.
By this second method the contribution to the elec- We close this section with a brief mention of
tric field and potential of monopole, dipole, quadru- important parts of the physics that are still missing.
pole, octopole, .... moments of the molecules can be First there is no feature that permits explicit con-
calculated separately in a systematic way, and could sideration of the metal surface topography and con-
in principle be used to input experimentally mea- duction electron densities at the surface. For
sured values of electric multipole moments. Each of example, one can go much further and use jellium
the two methods provides its own particular insight models or jellium with embedded ions but this is
in the computation of the fields. beyond the scope of the current study. Halley and

To illustrate the calculation of the fields and co-workers[21-23] have developed theories based
potentials we choose examples from on-going work on jellium electrode models of the charged metal
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surface and adjacent solution that accounts for -+L < z < ½L; and the metal half-space: +L < z <
aspects of measured capacitance vs potential curves. oo. More details and discussion of the immersed
Cluster calculations have been used to obtain metal- electrode model are found elsewhere[39].
water and metal-ion potentials for use in molecular
dynamics simulations that introduce aspects of metal 2.2. Models for water and ions
surface corrugation[24-37]. Second there are no
effects due to electronic polarizability or geometric In the smaller scale simulations reported here we

distortions of molecules in the high electric fields of used the parameters of the Stillinger[40, 41] ST2
the double layer. water model and the interaction parameters with

alkali metal ions and halide ions developed by Hein-
zinger and co-workers[24]. The ST2 water molecule

2. MODELS AND METHODS model consists of a central oxygen atom surrounded
by two hydrogen atoms and two massless point

2.1. The immersed electrode model charges (PC) in a rigid tetrahedral-like arrangement.

When the electrode potential is altered and charge The charges on the particles are q, = 0.23 570 e 1,

flows onto the electrode, the composition of the elec- Pc = --qH and q, = 0. The alkali metal and halide
trolyte next to the electrode adjusts to screen the ions are non-polarizable Lennard-Jones atoms withnew charge on the electrode. For dilute solutions point mass and charge. The atom-atom interaction
<0.1 M) a rough estimate of the screening layer parameters are taken from Heinzinger's review[24].

(< e 0. 1 M) a -roug hestimate ofis the screeninguckl In the larger simulations with a 3.74 nm wide cellthickness is d = Kca, where K is the Debye-Huckel containing 1 M NaCI solution the SPCE water
screening constant. According to the Gouy- model was used primarily because this water model
Chapman theory[10] the concentration of mono- has fewer charges (three compared to four for ST2)
valent ions has fallen to e- 1 of its "surface" value at and requires less time to compute the electrostatics.
a distance d from the electrode given by The Lennard-Jones potential between the atoms of

/ kT each molecule was smoothly cut-off at distances of
d = !8--2n (1) R = 0.68 nm.

Here r is the macroscopic dielectric constant of the 2.3. Molecule-wall and ion-wall potentials
solvent, and nb is the concentration of the ions in the There are two walls. The simplest is the uncharged
bulk. Typical values of d are: 3.1 nm for 0.01 M and restraining non-metallic wall on the left-hand side in
0.96nm for 0.1M. At higher salt concentrations Figs 2-15. It restrains the fluid by a 9 : 3 potential.
outside the range of the derivation of this formula we The metal wall, on the right-hand side, is represented
get 0.55 nm for 0.3 M and 0.31 nm for I M salt solu- by two superimposed potentials. The first is a 9 : 3
tions. The formula provides some rough measure potential to represent both the Pauli repulsion and
perhaps even within a factor 2 (the effective dielectric dispersive attractive interactions. The second poten-
constant of water near the electrode may be ten tial is an electrostatic image potential that describes
times smaller than in the bulk[38]) of the double the interaction between a charge in the electrolyte
layer thickness even though the basis of the deriva- and the conduction electrons of the metal. In the cal-
tion is not valid. These brief considerations suggest culations described here the image plane and origin
we can use molecular dynamics to simulate an plane of the 9 : 3 potential were coincident. This is
immersed electrode when the salt concentration is equivalent to choosing the image plane and the
about 0.3 M or larger by including the adjacent elec- nuclear plane of the metal surface to be the same.
trolyte region out to a thickness of about ten water This is acceptable in our scheme because the
molecules. In this paper we do this first for a small Lennard-Jones core parameters a are all large and
cell about five water molecules thick, expecting only the "thickness" of the repulsive wall is also large (ca.
to be able to model the so-called inner part of the 0.247nm). The atom-surface interaction parameters
double layer where contact adsorption occurs. Later describing interaction with non-conduction electrons
we study a cell about 10 water molecules thick and were chosen to be the same as those of Lee
are able to identify a region in space that has bulk- et al.[42], A = 17.447 x 10-6kj (nm)6 mo1- and
like properties, lending support to the immersed B = 76.144 x 10-3kJ (nm)3 mo1' for 0, I and Li
electrode model as we use it. Our immersed electrode ions. The A and B parameters for H and PC were set
model consists of a layer of electrolyte between two to zero for water molecules. Note that in this model
walls. The wall on the left carries no charge; it is the adsorption well depths of the Lennard-Jones wall
simply a restraining wall and ideally would allow a potentials is a few kcal mol- ', similar to kT at room
continuous transition to the bulk electrolyte region. temperature, and therefore pretty wimpy.
The complete system of electrolyte and electrode
(always on the right-hand side in all the figures of
this paper) is neutral. The approach is useful because 2.4. Advantages of the fast multipole method
it reduces the number of water molecules in the cal- Simulations of aqueous electrolyte solutions using
culation, and because there is only one metal surface, molecular dynamics and Monte Carlo methods
there is only one electrostatic image plane. Finally require the evaluation of the superimposed Coulomb
we point out that in our system the electrical proper- fields of thousands of particles (a 5 nm cube of water
ties of the system are due to three layers: the vacuum contains about 12 500 atoms). In this paper we use
half-space occupying: -oc < z < -IL; the xy the fast multipole method (fmm) of Greengard and
periodically replicated simulation cells: Rokhlin[6-9] to evaluate the electric fields acting on
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the charged particles during the computer simula- second way, to be called the molecule method,
tion. A number of methods are in use to calculate or assumes that the system is a collection of molecules
approximate long range Coulomb fields. Friedmann that have internal electrical structure. These are
and Honig[43] have surveyed some of the empirical inherently more complex objects than atoms. To
dielectric recipes in use in biological simulations. For specify the electrical properties we need space coor-
example recipes like the Hingerty function[44] and dinates, orientations and electrostatic multipole
other distance dependent dielectric "constants"[45, moments for each molecule in the system. The
46] have been used in simulations of proteins. Direct approach we follow can be found in the clearly
summation with a cut-off after about 1.00nm is written article by Russakoff[18], or the treatise by
common in many commercially available codes like de Groot and Suttorp[56]; both sets of authors
Charmm[47] and Amber[45, 48]. There are a derive a set of macroscopic equations from
number of plane-wise summation methods from Maxwell's equations in vacuum for point charged
crystal physics[49]. For homogeneous systems the particles. Their approach is summarized in a number
reaction field method of Barker[50] is simple and of standard texts[17]. We note that though the
easy to use. This method is not easily applied to dynamics are uniquely defined by the models we use,
liquid-solid interfaces though attempts to extend it the time independent average fields and potentials
have been described[51, 52]. The Ewald method[53- that are calculated are not unique because we can
55] has been extensively used when rigour and accu- broaden the point charge distributions inside the
racy are needed. Ewald's summation crudely applied ions and molecules in a spherically symmetric way
is proportional to N 2 and at best N312 where N is and so long as the broaden distributions stay well
the number of charges. The fast multipole method inside the Lennard-Jones spheres (so that distribu-
(fmm) developed by Greengard and Rokhlin[6-9] is tions on different molecules do not overlap) the
an order N algorithm, and consequently is the only dynamics are unchanged. This means we can smooth
viable method for very large simulations. The fmm some of the averages within limits set by geometry of
technique is attractive because of the ease of imple- the models and the energetics of collisions. The point
mentation of a variety of boundary conditions such was clearly recognized by Wilson, Pohorille and
as periodic, Dirichlet, Neumann and mixed bound- Pratt[14, 57] in their interesting discussion of the
aries and because an adaptive version of the algo- properties of the vacuum-water surface.
rithm is available[8] in which regions of low or no The atom method (1) uses the distribution of point
charge density are not subdivided when the charge charges in vacuum. Consider the set of point charges
count falls below a specified integer, without regard for whether they originate from

neutral water molecules or charged ions. In this case
the source term for Maxwell fields in vacuum is the

3. ELECTROSTATICS OF microscopic charge density
ELECTROCHEMICAL CELLS

p,(r, t) = pmetal(r, t) + patoms(r, t). (2)

There are many ways that electric fields and Here
potentials can be calculated. For example, at every
time step we use the fast multipole method to Pnetaf(r, t)= P•etai(X, y, t)b(z - ½L), (3)

compute the electric forces acting on every charged and
particle in the system. We could take the electric
field evaluated at a specific particle, say an 0 atom, Patoms(r, t) = Z q 6(r - r/t)), (4)
at a given instant of time and then either allow the j=1
molecule to move and average the field at regular where N.,o.s is the number of atoms in the simula-
intervals or confine the atom to a spatial well that tion cell and rj is the position of the j-th atom. The
would then be transported so as to sample all space. surface charge density on the metal Pmetal (x, y, t) is
This would clearly be useful for interpreting experi- time dependent because it depends on the position of
ments like NMR, but is not in the spirit of Gouy- the atomic charges. All the charge in the system is
Chapman theory which attempts to solve the described byp,
Poisson equation using a Maxwell-Boltzmann We can subject this charge density to local space
ansatz for local charge fluctuations. It is not pursued averaging using a test function. Let f(r) be a real
further here. Instead in this section we describe two positive function localized around r = 0. We define
methods for getting source distributions to be used the local spatial average of F(r, t) by
to calculate averaged electric fields and potentials for
comparison with other theoretical methods which r
are in the spirit of the Gouy-Chapman approach. f
The first method assumes that the atoms are funda-
mental objects and uses the charge or partial charge The time average

on each atom and the three space coordinates of 1
each atom recorded at regular time separations F(r) = lim - (F(r, t')>dt' (6)
(usually 0.5 or 1 ps) as input into the generation of a t O

charged source distribution. We call this the atom can be replaced by an average over configurations at
approach. The only source term is the charge density different times
function in vacuum. Without any local spatial
averaging this point of view is similar to that fol- F(r) Y <F(r, ti)>. (7)
lowed by Wilson, Pohorille and Pratt[14, 15]. The NCOrfig. r1



Molecular dynamics study of interfacial electric fields 2149

The systems we consider have translational invari- mally the same as described for the atom method.
ance in the xy plane. The function F(r) is a function For each molecule label n we take the average with
of z only. In light of this we consider only test func- respect to the test function f(z), then make a Taylor
tions which are functions of z. We use two test func- expansion of atomic coordinates rb relative to the
tions, a bin-like test function molecular centres r,. This yields the following

expression for the averaged charge density by the
f(r) , IZ < I g (8) molecule methodf 1) 0, 1 Zl I> Ig d(8)

d. d2

and a localized one-dimensional Gaussian function .moi(Z) = A(z) - - PJ(z) + j Q.(z)
dz

f(z) = (rg 2)- 1/2 e- (z/)2. (9) 3
d3

The metal surface charge density Pme.a, (x, y, t) is dZ OZzZ(Z) +''" (18)
replaced by the averaged image charge density which
is a constant. The metal image charge is denoted by where
mmetai After we have averaged over the many spatial
configurations from the molecular dynamics calcu- NI N,,,p Nmo, N_

lation we obtain a z dependent charge density profile Nconfigs Z f(z - z=(ti))_Z 'lmb (19)
given by I N N..,N

(z)= metl (z - ½L) + fit..m.(z) (10) PZ(Z) = N , f(z - zm(ti)) Y q'ib zb(ti)

where as in equation (7) (20)
1 NoonfipsN°fl5IN~

ataoms(Z) = INonf1 f <p atoms(r, ti)>. (11) N,--ip 1 •=.f1
igi=1 QZJZ) = configs_ 2 - Zm(t,))

After substituting explicitly for the test function we
get x Z q,,b zm(td)z,,b(td) (21)

1 Nconrig, Nan, b=I

:atoms(Z) - N Z qjf(z - z.tj)) (12) 1 No,,,, 1 Nm,,SNcon figs i= I
1 j= I N Y Y_ f(z- Zm(ti))

The electric field is given directly by integrating the Nconfigs i= 1 -

vacuum Maxwell's equation. Since we have already N,•
averaged over the xy plane the electric field normal x Y qmb Zmb(td)Zmb(ti) (22)

to the surface is given by b=

Here the charge density in the second method has
= ±( been resolved into contributions from monopoles
- d(ions only in this paper), dipoles, quadrupoles, octo-poles and higher order terms. In -principle, experi-

The electric potential is given by a second integra- mental moments can be substituted for dipoles,
tion quadrupoles,. . . where these are known.

_d .(In the following sections we report simulations
45,(z) = - j(z') (14) designed to typify general electrochemical systems.

-o The distributions displayed in most of the figures
The second approach views the system as a collec- were calculated using a one-dimensional binning
tion of molecules (labels n, positions r,) composed of function with width 0.004 655 nm. In one case to be
atoms (label b, position r,b, charge qb)- The charge described in the next section we discuss the effect of
density of the system is: changing the size of the region averaged from

smaller (0.03 nm) to larger than the dimension of a
pn1(r, t) = pmetal0 (X, y, t)5(z - ½L) + Pmo(r, t) (15) water molecule.

where Pmeta. is the same charge density on the metal
surface as in the atomic method, and 4. ALKALI METAL ION

N-1,

p,,o(r, t) = Y pj(r, t). (16) This section describes molecular dynamics calcu-
n=l lations with one Li÷ cation and 157 ST2 water mol-

Here Nmo. is the total number of molecules in the ecules against a metal surface. The simulation cell is
system, and periodically replicated in the xy plane parallel to the

N.. metal surface. The simulation was run for 2500ps,
pj(r, t) = Z qb6(r - r. - rob), (17) the first lOOps of which were used to equilibrate the

b=1 system. The charge on the electrode is the image
is the charge density of the n-th molecule. The charge -I e . At any instant this charge is not uni-
number of atoms in the n-th molecule is N.., and r0b formly distributed across the electrode but localized
is the position of the charge qb measured from the on the surface in such a way as to produce the same
centre r, of the n-th molecule. Next we perform electric field and potential as the electrostatic image
explicit local spatial averaging with a test function of the lithium ion and all the water molecules. The
and take the ensemble average. These steps are for- field acting on the lithium ion comes from all the
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water molecules in the cell, all water and ions in xy 3. Note that in Fig. 2 the probability of finding the
periodically replicated cells, and all of the electro- ion and water have scales differing by fifty. Also
static images of the contents of all cells in the image plotted in Fig. 2 is the total charge density by the
plane of the metal. We emphasize again that in this atomic method. The bin size is L/400 = 0.004 655 nm
calculation as in all the others described in this where L is the edge length of the simulation cell.
paper no electrostatic interaction is truncated. In Fig. 2 we see that the Li+ ion mass centre
Figures 2 and 3 show the probability density profiles mapped out a diffuse-like region between -0.6 and
averaged over the xy direction and electrical poten- 0.4 nm. The lithium Li+ ion has the smallest ionic
tial calculated by the two ways described in Section radius of all the monovalent cations. Consequently

its hydration shell is very strongly bound making it

111517st2efOb I more difficult for this ion to contact adsorb on the
electrode. The asymmetry of the distribution may

Water PH20 well be affected by the small width of the cell and

consequently no significance is attached to its shape
7 other than it is diffuse in nature. There may possibly
ELithium PL be a hydrophobic plating of the ion to the left-hand

h interface. On the metal side the ion rarely
"" approached closer than 0.3nm to the repulsive part

of the wall potential shown by the dashed line at
0.68 nm in Fig. 2. This is approximately the average

0, of the separate a parameters for Li÷ and OST2
Il suggesting that the lithium ion remains fully

E 10 hydrated at the metal surface, and that though
z 'surface water restricts the approach of the ion to the

0 metal it does not exclude it. This behaviour of the
lithium ion is more like that postulated in

10 atomic charge p, Grahame's picture of the double layer[58], than say
I I 'the Bockris model[12]. To confirm such behaviour

-0.8 -0.4 0.0 0.4 0.8 would require extending the simulation over many
Distance z / nm nanoseconds, or performing umbrella sampling[59].

This particular aspect of the problem is not pursued
Fig. 2. Density profiles for lithium cation Li' ion, 157 ST2 further here.
waters and the total atomic charge density p near an The w
immersed electrode. Image charge on metal - I is screened ater profile shows some new structure not
by the Li' ion. Metal electrode on right-hand side, seen in water without ions[39, 60]. Most interesting
restraining wall on the left. Image plane at z = 0.931 nm. is the leading peak (closest to the metal surface) at
Wall potentials go through zero at I z = 0.682 nm. Simula- ca. 0.68 nm due to a few localized water molecules.

tion from lOOps to 2500 ps. The orientation of these localized water molecules
can be ascertained from the HST2 and PC_ST2

.04 -probability distributions (not shown here). The
.04 . protons on these molecules give rise to the distinct

peak at ca. 0.75 nm in the HST2 distribution. In the
.02 - .05 PC_ST2 distribution (not shown) there is a peak at

m+d ca. 0.625 nm that is enhanced more than the second
CM peak in the HST2 profile which is at ca. 0.6 nm. The
l first water peak at ca. 0.68 nm lies between the first

> -.0m+ . H and PC peaks measured from the metal surface. It
appears therefore that some of the localized water

o- t molecules have one proton pointing at the electrode.a. X.1, The atomic charge density profile in Fig. 2 is

dominated by neutral water. The large oscillation

-.02 •05 centred near 0.70nm is due to partially oriented
Satomic pot t pot water. The main positive peak at ca. 0.75 nm is due

to protons attracted to the metal by their images and-. 04 r- the image field of the lithium ion. There are smaller

-.8 -.4 0 .4 .6 .8 .4 .6 .8 oscillations in the charge profile further from the
Distance z / nm surface that are more clearly seen if the distribution

Fig. 3. Potential drop across the system Li' ion and 157 is smoothed. These tend to follow the oscillations in
ST2 waters in the immersed electrode model. Calculations the water density probability in Fig. 2. The actual
using atom and molecule methods. Bin size 0.004 655 nm. lithium charge density is buried under the contribu-
Molecule method: m monopole only, m + d monopole and tion from the water when the bin size is
dipole, m + d + q monopole, dipole and quadrupole. The 0.004 655 nm.
right-hand side panel shows the potentials on a larger scale Figure 3 shows the electric potential across the cell
for z > 0.4 nm, with the monopole scaled by 0.1. Image
charge on metal - 1 is screened by the Li' ion. Metal elec- calculated by the atomic charge method, and by the
trode on right-hand side, non-metallic restraining wall on molecular method with systematic inclusion of
the left. Image plane at z = 0.931 nm. Wall potentials go higher electrostatic multipoles. For clarity the

through zero at I z = 0.682 nm. dashed vertical line denoting the point z = 0.628 nm
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where the wall potential goes through zero has been where the wall potential becomes repulsive at
omitted except for the tick mark on the x axis. Since z = 0.68 nm).
all the curves go off scale near z = 0.682 nm all the We close this section with a discussion of changing
data for z > 0.4 nmn have been plotted again on a the length scale over which the test function averag-
larger scale and are shown in the right-hand panel. ing is performed. The lithium system is chosen
Note too that in this right-hand panel the monopole because the ion occupies a diffuse region and does
curve mn (broken curve) is scaled by 0.1 to distinguish not contact adsorbed on the electrode. The initial
it from the other curves. The notation in the figures smearing of ion charge by the localized Gaussian
is mn = monopole, d = dipole, q = quadrupole. When average does not overlap the metal surface region so
mn and d contributions are combined the curve is that changes near the metal reflect averaging of the
labelled mn + d. When m, d and q contributions are local distributions. Figure 4 shows the result of
combined the curve is labelled rn + d + q. Only changing the size of the length scale when Gaussian
when three multipoles are included (mn + d + q averaging is performed. It shows that as the averag-
curve) do the potentials calculated by the two ing length scale increases the atom potential loses
methods agree reasonably. Due to the small size of features at the scale of a water molecule. The param-
the bin it is necessary to include more higher multi- eter g (in nm units) is the width of the function fg(z)
poles before the atom and molecular methods agree defined in equation (9). There are two families of
quantitatively. The monopole contribution mn curves, the broken lines are for the atom (method I)
(dashed line in Fig. 3) due to the lithium ion alone potential with g = 0.03, 0.1, 0.3 and 1.0. Though
drops monotonically as expected for the potential hardly apparant because of the factor x 20 in ordi-
inside a capacitor where the charge on the left is in a nate scale, the atom potential with g = 0.03 is close
diffuse layer spatially separate from the charge on in numerical value to the atomic potential shown
the right plate (metal) at z = 0.931 rnm. Adding the previously by the dotted curve in Fig. 3. The g = 1.0
dipole completely changes the potential (see mn + d is extreme because it is close to half the box edge
curve). The water molecules very effectively screen jL = 0.93 1 nm. The behaviour of the g = 1.0 mono-
the field inside the capacitor, except for the region pole shows there is some smeared charge beyond the
z > 0.68 nm where the water distribution drops left-hand wall. What Fig. 4 demonstrates is that as
rapidly to zero. Adding the quadrupole (also from the size of the region averaged is increased from
water only) term brings the atomic and molecular g = 0.03 nm (0. 1 x water molecule dimension) to
calculations into some measure of agreement (note g = 1.Ornm (3 x water molecule dimension) the struc-
that the atomic and mn + d + q potentials are offset ture in the electric potential near the surface due to
by 0.04 in Fig. 3). The quadrupole contribution to the water profile is lost. The total potential becomes
the potential is a negative constant in the region monotonic and resembles the family of monopole
away from the wall potential. This occurs because its potential curves calculated using the monopole
contribution to the charge Kpmoi(r, t)> contains a charge distribution. Since the component of the
double derivative in space coordinates. The differ- water dipole perpendicular to the surface is not aver-
ences are greatest at the surfaces where the atomic aged to zero the atom potential at the surface
method traces charge density smoothly whereas the
molecular method, based on an expansion about
molecular centres, requires many high multipoles to o------------------------
describe the field..-

The variation in potential is rapid near the metal 9. =.3N
and Fig. 3 shows this variation for the atomic and -.2
m + d + q approximation scaled by a factor 0.1. g =1
After adjusting for the offset of 0.04 the two curves
become identical for z > 0.8 nm as expected for a C'J -4
region containing no molecules or ions. Between 0.6
and 0.75 nm the difference between the methods is >=.3
largest due the difference in source terms. The 6
dangers of omitting higher multipoles was clearly
pointed out by Wilson, Pororille and Pratt[14, 57]
for water without ions. .

Finally we return to the asymmetry in the lithium
ion distribution. There are effects due to system size -.
and ion-ion correlation. We have repeated some of
the calculations with two lithium ions and 598
water..ST2 molecules for a few hundreds of pico-
seconds. The water structures appear almost exactly -.8 -.4 0 .4 .8
as in the smaller simulations. The lithium probability Distance z Inm

p(z) for the two ion system is spread across most of Fig. 4. Potential drop across the system Li' ion and 157
thecel ina dffue zne itha mderte ias ST2 waters in the immersed electrode model. Calculations

towards the metal side of the cell. This result is using atom and molecule methods with Gaussian widths
g= 0.03, 0.1, 0.3, 1.0 nm. Curves for monopole potentials

satisfying in that no peculiar or pathological features (rknlines) and the total potential by the atom (dotted
are revealed implying that the smaller calculations lines) method. Oscillations in the atomic potential clearly
can give useful insight into water structure within visible in Fig. 3 for z > 0.2 nm are washed out on the scale
about two water layers (ca. 0.6 nm from the point of a water molecule g = 0.3.
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remains smaller in magnitude. The macroscopic .04- . .2
dielectric polarization remains and reduces the value M
of the surface potential by roughly an order of mag- .02 1 .1
nitude (curves for g = 0.3 nm ). As expected the m+d, m 4I
monopole potentials are not as sensitive to the value 0 -- d 0
of the width g as the atomic potentials. This is an C'm

L6important qualitative result because it shows the * -.02-
transition from the microscopic scale, where surface >-.02 -. 1

water oscillatory structure dominates the potential, m+d+q m+d+q,

to macroscopic scale behaviour where water contrib- 2 ,0
0

utes a simple scaling of the electric potential. a-02 -, " -
'aitomic t atomic t

5. IODIDE ION .04 - pot pot .2

In this section we describe simulations for one -.06 - -.3
iodide anion I- and 157 water molecules interacting -. 8 -.4 0 .4 .6 .8 .4 .6 .8
with a metal surface. In practice it was found not Distance z /nm
necessary to run the simulation beyond 5Oops Fig. 6. Potential drop across the system I- ion and 157
because the ion adsorbed on the metal after approx- ST2 waters in the immersed electrode model. Calculations
imately 10ps and remained there. However, for con- using atom and molecule methods. Bin size 0.004655nm.
sistency with the other simulations reported in this Molecule method: m monopole only, m + d monopole and
paper the calculation was allowed to run for 1000ps. dipole, m + d + q monopole, dipole and quadrupole. Panel
As in the case of lithium the first lOOps were used to on the right-hand side shows the curve for z > 0.4nm on a

reduced scale. Image charge on metal + 1 is screened by
allow the system to equilibrate and were excluded the I- ion. Metal electrode on right-hand side, restraining
from any statistical analyses. When the ions and wall on the left. Image plane at z = 0.931 nm. Wall poten-
water are described by the Heinzinger parameter tials go through zero at Iz = 0.682 nm.
set[24] we have shown in previous publications that:
(i) in fields of 1 GV m-' all the halide ions except where the wall potential becomes positive at 0.68 nm.
fluoride contact adsorbed on non-metal (surface with Compared to the previous example (lithium ion, Fig.
no electrostatic image interactions) electrodes[61] 2) there is less structure in the water and in the
and (ii) similar behaviour occurred for the model of HST2 and PCST2 component distributions (not
the metal used here when there was an unscreened shown). In fact apart from a small peak at 0.65 nm
external field of 1 GV m-1 pulling the ion to the the distribution resembles water without ions in zero
surface[62]. applied field[39, 62]. The atomic charge distribution

Figures 5 and 6 show the probability density dis- displays a medium positive peak at ca. 0.65 nm
tributions and electric potential for the iodide (H-ST2) and two negative peaks at ca. 0.7 nm
system. Figure 5 shows the iodide ion distribution (iodide), and ca. 0.75 nm (PCST2).
peaked at ca. 0.7nm closer to the electrode than Figure 6 shows the electric potential calculated by

the two methods. All components go off scale near
I I z=0.682nm, and are plotted for z>0.4nm on a

100-- reduced scale (x0.2 in the right-hand panel). The
monopole potential m (broken curve) due to the

Water PH20t- iodide alone, is zero except close to the wall where
the iodide is localized. There it changes swiftly from

E 0 to a high positive value corresponding to an elec-
tric field Eio. of approximately -5GV m'-. The

- , Iodide p, absence of an electric field due to iodide ions means
0 ,there is little or no reaction from the water molecules

and they are less ordered between -0.6nm and
' 1 ,0.4 nm, and what ordering there is comes from the

c presence of the surfaces. In Fig. 6 the m + d curve for
E A NY - combined monopole and dipole potentials shows a

0 Iweaker variation compared to the lithium ion. This
- atomic charge density p t , means that before z = 0.4 nm the charge on the elec-

-20 - trode is completely shielded. The curves of the
- -atomic and m + d + q potentials overlap well for

or Iz <0.4nm due primarily to the water quadrupole
-0.8 -0.4 0.0 0.4 0.8 contribution.

Distance z / nm
Fig. 5. Density profiles for iodide anion I- ion, 157 ST2 6. NEUTRAL SOLUTIONS: POTENTIAL OF
waters and the total atomic charge density p near an
immersed electrode. Image charge on metal + I is screened ZERO CHARGE
by the I- ion. Metal electrode on right-hand side,
restraining wall on the left. Image plane at z = 0.931 nm. In this section we compute the properties of a

Wall potentials go through zero at I z = 0.682 nm. neutral solution of LiI comprised of one Li ion and
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Water PH20 Water PH2o -
100 100-

7Lithium PiI Lithium PLiE o E °o

S--4P - II

5 Iodide p,4 U) Fluoride p-

0 0=E 5- E 5
z 0 i Z 0

atomic charge density p t atomic charge aensity p t
-10 -- 10

-0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
Distance z / nm Distance z / nm

Fig. 7. Density profiles for a neutral solution consisting of Fig. 9. Density profiles for a neutral solution consisting of
one lithium cation Li', one iodide anion V and 157 ST2 one lithium ion Li÷, one fluoride ion F- and 156 ST2
waters and the total atomic charge density near an waters and the total atomic charge density p near an
immersed electrode. Metal electrode on right-hand side, immersed electrode. Image charge on metal is zero. Metal'
restraining wall on the left. Image plane at z = 0.931 nm. electrode on right-hand side, restraining wall on the left.

Wall potentials go through zero at I z I 0.682 nm. Image plane at z = 0.931 nm. Wall potentials go through
zero at I z 1=0.682 nm.

one I ion and 156 water molecules in the simulation
cell, and compare it to the case of LiF with the same electric dipole and field. Because the aqueous phase

number of water molecules. There is no net attrac- is neutral this simulation models a system at the

tive electric field on either ion because the total elec- potential of zero charge. This potential does not

trostatic image charge on the metal is zero. The two have to be zero, it will be very small if the charge

systems are quite different because iodide contact distribution in the aqueous subphase is everywhere

adsorbs on the metal and creates a surface localized almost zero. The potential of zero charge is con-
sidered the natural reference point from which to
measure electrode potentials. The measurement of

.02 Li 5 s change of surface tension of liquid metals with elec-
trode potential is the only reliable direct method[63-

m4d of determining the pzc. The calculation of electric
field and potential using the atom charge distribu-
tion have been published[64] so in this section we

-.02 focus on comparing the atom calculations with the
N molecular method to gain further insight. Figure 7

displays the most important density profiles for the

0.0 LiI system, and Fig. 8 shows the various components
of the electric potential.

m d \ In Fig. 8 we note that the monopole potential m
. -.02 drops steeply as it passes through the diffuse layer of

atomic t lithium ions (much as it did in the case of one
"pot lithium ion) because the iodide adsorbed on the

-.04 - metal acts like the second plate in a capacitor. The
m- m + d curve shows that the water dipoles orient in

1 the ion field and shield the ions from each other
-.061 except close to the metal. As in the previous two

-0.8 -0.4 0.0 0.4 0.8 examples the water quadrupole shifts the electric
Distance z /nm potential to lower values by a constant amount.

Fig. 8. Electric potential drop across a the neutral solution Note that the shift in potential from vacuum to
consisting of one lithium ion Li÷, one iodide ion I- and metal, which measures the potential of zero charge,
156 ST2 waters next to an immersed electrode. Potential depends on the net dipole moment of the
due to atom method shifted by -0.04. Potential from: ions system[65]. The atomic and molecular methods give
only m, ions and water dipoles m + d, ions and water dipole similar results. Closer results require the inclusion of
and quadrupole m + d + q. Note that the potential
m + d + q is almost the same as that calculated from octopole and higher moments which contribute most
atomic charges. There is no net image charge on the metal. near the surface.
Metal electrode on right-hand side, restraining wall on the We have also performed simulations on LiF under
left. Image plane at z = 0.931 nm. Wall potentials go the same conditions that mimic the potential of zero

through zero at I z = 0.682 nm. charge. Figure 9 shows the probability distributions.
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.02 Li 15bst2efd0 face. The interface can develop a layered structure of
, alternating charges. First there is positively charged

metal, then a narrow layer of contact adsorbed nega-
Smd ,tive ions, and then a layer of compensating cations.

In real systems this compensating layer may be part
of a diffuse layer or it could be a separate structure.

. The coadsorption of the cations is required to main-
Lo .02 tain overall charge neutrality. It is in this sense that
> we refer to the cations as coadsorbed. Phenomena of
" 0 this type occur frequently in electrochemistry. In a

0 / previous paper we very briefly described results for
a. this system in an external applied field correspond-

I t ing to uncompensated charge on the immersed elec-
trode. In the present calculation the charge on the

-.02 electrode due to electrostatic images is + jej. The
atomic t presence of two adsorbed iodides creates an aniso-
pot , tropic surface electric field and some simulations

-. 04 *.. . I I I I I t were run for 3 ns to improve the cation statistics.
-0.8 -0.4 0.0 0.4 0.8 Even though only small changes in the distribution

Distance z / nm were observed due to configurations accumulated at
Fig. 10. Electric potential drop across a neutral solution later times, we regard the calculated distributions for
consisting of one lithium ion Li', one fluoride ion F- and the cation as being approximate. A preliminary
156 ST2 waters next to an immersed electrode. Potential account of the probability distributions of this simu-
due to atom method is shifted by -0.04. Potential from: lation has been published[39]. This is the first report
ions only m, ions and water dipoles m + d, ions and water of the potentials across this cell.
dipole and quadrupole m + d + q. Note that the potential
m + d + q is almost the same as that calculated from Figure I1 shows the probability density profiles
atomic charges. Metal electrode on right-hand side, for selected species in solution. There are some simi-
restraining wall on the left. Image plane at z = 0.931 nm. larities in the results for water and the lithium ion

Wall potential goes through zero at Iz = 0.682 nm. for this system and the one discussed in the last
section. In particular the water looks quite unstruc-
tured compared to hydrated ions, and the Li÷ ion is

In neutral LiF solution in contrast to LiI solution bimodal. The I- ion distribution is sharper because
neither ion adsorbs on the electrode and both are the electrode is positively charged.
comingled into a diffuse layer that is predominantly The initial configuration was a random arrange-
neutral across the system. The water distribution ment of ions and water on a cubic lattice. Both the
looks like water between uncharged plates. Figure 10 iodides adsorbed within 50ps. Note that the iodide
displays the electric potentials. As expected the distribution is localized at the surface as in the case
contact potential was calculated as close to zero of one iodide, and the lithium is more diffuse than in
since the net dipole moment is very small. The the case of a single lithium in the field of its own
monopole potential m shows a minimum related to
the apparent bimodal distribution of the lithium ion.
The water dipole orients to reduce the local electric
field to a small value, with the result that the curve t Water PH20
m + d shows weak changes across the film. Adding 100 I

the quadrupole in m + d + q shifts the whole poten-
tial downwards bringing it into close correspondence 7 Lithium P. I

with the result of the atomic method of calculation. E 0

For z < 0.4nm the atomic and m + d + q potentials - 1
are similar in shape and value. Higher multipole "
contributions to the molecular method are needed to 0 0
bring it into closer correspondence to the atom Iodide,
method near the metal surface.

E 10

7. LITHIUM CATION "COADSORBED" Z 0
WITH IODIDE IONS 10eatomic

In this simulation we explore another important -20
aspect of the adsorption of ions on metal electrodes, I
namely the ability of strong contact adsorbers like -0.8 -0.4 0.0 0.4 0.8
iodide ions I- to adsorb on positively charged elec- Distance z / nm
trodes in sufficient excess to change the sign of the Fig. 11. Density profiles for two iodide ions I- and one
charge at the interface as observed by an ion located lithium cation Li' and 155 ST2 water molecules and total
in the diffuse layer. In the case under consideration atomic charge density next to an immersed electrode. The
cations will be attracted out of the diffuse layer to net image charge on the metal + I is screened by three ions
compensate the excess negative charge at the inter- in solution.
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electrostatic image charge. Except for slightly accen- 12 we show the potentials for atomic, monopole m
tuated broad structures in the range 0.4 to 0.6nm, and m + d + q scaled by a factor 0.1.
the water distribution resembles the distribution Scale-up is likely to be an important issue since
already calculated for zero applied field[62]. In par- the size of the system may be too small to allow the
ticular we note that there are no new peaks near diffuse layer lithium ion enough space to distribute
0.65nm indicative of localized surface water. The without interference from the restraining wall at
proton HST2 and point charge PCST2 com- z = -0.931 nm. However, conclusions drawn con-
ponents have more structure near the metal than in cerning the behaviour of ions within 1.Onm of the
zero field. This is to be expected since they are metal surface will not be very sensitive to the posi-
charged and the field between them and their images tion of the restraining wall. An example of a large
is unscreened. The atomic charge density has a deep system with intact double layer is discussed next.
minimum at ca. 0.7 nm due to iodide and a shoulder
at ca. 0.75 nm due to the PC_ST2.

Figure 12 shows the electric potential calculated 8. 1 M NaCI SOLUTION
using the two methods. Starting from the left the
monopole potential first rises as it passes through In this final example we describe a simulation with
the lithium layer, and then drops rapidly as it approximately 1600 water molecules and ions in a
approaches the sheet of adsorbed iodide, finally it box with edge length L = 3.724 nm. The simulation
turns upward because the electrode carries a net cell contains 32 Na÷ ions, 28 CI- ions and 1576
positive image charge. Apart from the upward turn water molecules. The NaCI concentration is about
near the metal this monopole behaviour is qualit- 1 M. The electrostatic image charge on the electrode
atively similar to that depicted for the model in Fig. surface due to the difference in number of positive
1. Our assertion that the traditional models neglect over negative ions is -4 1eI or 0.046Cm- 2 . This is
significant contributions from the water can be seen essentially the same charge density as in all the
by examination of Fig. 12. There is significant struc- earlier smaller simulations with non-zero electrode
ture in the electric potential calculated by either charge density. Computer time constraints dictated
method induced by orientation and packing distribu- the use of a simple water model. For this reason we
tion of the waters at the surface. The monopole term chose the SPCE water model (three charged mass
is completely compensated (-0.65 < z < 0.4nm) by points[66]) over the ST2 water model (two charged
the dipole potential from the water molecules as mass points, two charged zero mass points, one
shown by curve m + d until next to the metal surface uncharged mass point). The NaCI parameters[67]
where water is more strongly oriented and where the used are those appropriate for SPCE water. We also
water supply drops rapidly to zero. From 0.4 nm to experimented with simulations run at elevated tem-
0.65 nm the atomic potential closely follows that of peratures to increase the diffusion rate of the ions in
one iodide (see Fig. 6). On the right-hand side of Fig. order to get better statistics. In this calculation the

temperature was 30'C. The simulation was run for
.02 840ps with the first lOOps used to equilibrate the

.02 m+d .1 system. On a dedicated IBM RS6000 model 550
r+d+q-4 work station the calculation takes approximately 10

, \m+d 0 to 12 weeks.
0 •Figure 13 shows the probability density profiles

Ii for the water proton, water mass centre, Na÷ ions
e"-.02 -.1 and Cl- ions. The anion distribution (broken line)
Ui

m+d+q\ has been smoothed to permit it to be distinguished
0 -- 11 -.2 from the cation. Also shown rising monotonically• =•" \from the left are the integrals of the ion densities.

S-.02 ," .. The near coincidence of the integrals for z < 0.7 nm#.-.042 - -"- "'"",0a. .02 .shows that the electrolyte is approximately chargeSatomic t 
. .

-. 04 ! po I j .... neutral. For z > 0.7 nm the integrated densities sys-

.'4-.1 tematically diverge as expected for a transition from
m-n ao - the locally neutral "bulk" electrolyte into the,atomictloalelcr 

yt

-.06 j: ___ aot I-.2 "diffuse" part of the electric double layer where.06 "" -'-" screening occurs. At z = 1.0 nm the divergence in the
-.8 -.4 0 .4 .6 .8 .4 .6 .8 integrated densities equals the largest previous differ-

Distance z /nm ence in the two curves, implying that the region

Fig. 12. Electric potential drop across a charged solution z > 1.Onm corresponds to solution shielding the
consisting of one lithium ion Li', two iodide ions I- and charge on the metal. The Na+ ion distribution
155 ST2 waters next to an immersed electrode. Potential shows well defined structure in the form of a board
due to atom method is shifted by -0.04. Potential from: peak at ca. 1.1 nm, and a sharp peak at 1.1 nm. The
ions only m, ions and water dipoles m + d, ions and water water and proton distributions appear fiat for
dipole and quadrupole m + d + q. Note that the potential I z I < 0.8 nm. On the metal side the water probability
m + d + q is almost the same as that calculated from
atomic charges. Metal electrode on right-hand side, distribution has peaks at 0.9nm, 1.2nm and a strong
restraining wall on the left. Image plane at z = 0.931 nm. asymmetric peak at 1.6 nm. This latter feature
Wall potential goes through zero at I z I = 0.682 nm. Panel appears to be composite being the superposition of a
on right shows potentials for z > 0.4 nm on a scale 5 x broad feature at 1.5 nm and a narrow peak at 1.6 nm.

larger than the left side. The peaks in the proton distribution are at 0.9 nm,
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Sthe waters dominates. The electric field was obtained
1200 Hspce PH by integration from -oo to position z. The field is- flat with small variations around zero in the region
800 I z I < 0.8 nm. Near the metal the electric field under-

7 goes a series of rapid oscillations as it vears upwards.
S400 - These oscillations are due to the water structure at
N 1 the interface. The general rise is due to the excess"• 0 Water PH2o Na+ charge in the double layer.

Figure 15 shows the potential calculated using the
400 atom method, and the components of the potential

• _ calculated by the molecule method. The contact
E200 potential is about -2.0 V, and as in the smaller

P as
Z simulations the potential in the "bulk-like" zone

0 comes from the water quadrupole. The broken curve
10 - labelled m is that from the ionic charge. If the system

5 - PC were truly neutral then curve m would be flat and
0 zero all the way to the beginning of the diffuse layer.

0 1.6 Clearly the small charge imbalances seen in Fig. 13
-1.6anc -2 -8 -4 0do affect the shape of the potential curve and may be
Distance z / nm

an exacting criterion with which to judge these larger
Fig. 13. Screening for I M NaCltq at 30'C. Electrolyte simulations. The transition to monotonic decrease
composition: 32 Na' ions, 28 CI- ions and 1576 SPCE
water molecules near an immersed electrode. Image charge starting near z = 0.7bnm is another indicator of
on the metal -4 1 e1. Metal electrode on right-hand side at where the diffuse layer begins in this simulation.
z = 1.862nm (position of image plane), restraining wall Note that m + d shows that the dipole potential
origin on the left at z = - 1.862 nm, wall potentials on both completely compensates the monopole. Including the
sides of the simulation cell go through zero at quadrupole to give m + d + q shifts the core region

Izi = 1.615 nm. Simulation duration lOOps to 840ps. downwards by 3 V and brings the molecular calcu-
lation of potential into correspondence with the
atom method of calculation. The molecular method1.2nm, 1.55nm and 1.7nm. The last peak at ca. haslagrxteanrthsufccopedote

1.7nm comes from protons in water OH bonds larger extrema near the surface compared to the

pointing at the metal.
Figure 14 shows the atomic charge density for a 0.4

bin function with width 0.004 655 nm (or L/800). We m~d i
note that the charge density appears flat for 0.2 /
I z I < 0.8 nm. The contribution from the ionic charge
for z > 0.8 nm is not evident because the charge on 0

"-0.6

-100 >
100 tAtomic charge density p cr0A

0 0. -0.6

-1002 - 0 1

E \U

F .Et pnElectric field Epeidpcs hado
S_ ~-0.4

consisting of I M NaCI solution at 30°C and -4 cei image
charge on the metal. Potential calculated by the atom
method is shifted by -0.8. Molecule method potentials

from: ions only m, ions and water dipoles m + d, ions and-1.6-1.2 -0.8 -0.4 0.0 0.4 0.8 1.2 1.6 water dipole and quadrupole m + d + q. Note that the
Distance z/rm potential m + d + q is almost the same as that calculated

Fig. 14. Vacuum charge density and electric field for 1 M by the atom method. The net image charge on the metal
NaCl at 30°C and -41e1 image charges. Electrolyte -4 l el is screened by a total of sixty ions. Electrolyate com-
composition: 32 Na' ions, 28 C- ions and 1576 SPCE position: 32 Nalm ions, 28 Cw- ions and 1576 SPCE water

water molecules near an immersed electrode. Metal elec- molecules near an immersed electrode. Metal electrode on
trode on right-hand side at z = 1.862 nm (position of image right-hand side at z = 1.862nm (position of image plane),
plane), restraining wall origin on the left at z = - 1.862 nm, restraining wall origin on the left at z = - 1.862 nm, wall
wall potentials on both sides of the simulation cell go potentials on both sides of the simulation cell go through
through zero at Izi = 1.615nm. Simulation duration lOOps zero at Izi = 1.615nm. Simulation duration lOOps to

to 840 ps. 840 ps.
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Chapter 2

Molecular Dynamics Simulation of Interfacial
Electrochemical Processes: Electric Double

Layer Screening

Michael R. PhilpottL and James N. Glosli2

'IBM Almaden Research Center, 650 Harry Road,
San Jose, CA 95120-6099

2Lawrence Livermore National Laboratory, University of California,
Livermore, CA 94551-9900

The status of computer simulations of electric double layers is briefly
summarized and ,a road map for solving the important problems in the
atomic scale simulation of interfacial electrochemical processes is
proposed, As examples efforts to simulate screening in electric double
layers are described. Molecular dynamics simulations on systems
about 4 nm thick, containing up to 1600 water molecules and NaC-
at IM to 3M concentration, displayed the main features of double
layers at charged metal surfaces including: bulk electrolyte zone, dif-
fuse ionic layer that screens the charge on the electrode and a layer
of oriented water next to the surface.

This paper describes the application of molecular dynamics to chemical processes at
the interface between a charged metal electrode and aqueous electrolyte. The long
range goal is a scheme for the dynamics of chemical reactions on surfaces important
in the electrochemical technology of power sources, electroplating, and corrosion
control, The paper begins with a summary of our view of the current state of com-
puter simulation applied to interfacial electrochemistry. The status is accompanied
with a commentary on problems. To illustrate progress in the field we describe our
simulations of screening of charged electrodes by aqueous electrolytes, including
previously unpublished work. Double layers are some of the basic organizations
found in electrochemical and biological systems that shield fields of layers and arrays
of electric charge in contiguous structures. It is important to understand their prop-
erties using models that can be solved without making additional approximations.
In this paper the structure of the aqueous part of the double layer is given in terms
of time independent water and ion probability distribution functions averaged parallel
to the metal surface. Electric fields and potentials are calculated from the micro-
scopic charge density profile. These calculations provide a consistent microscopic
picture of ions and water in a double layer including the species next to the charged

© 1997 American Chemical Society
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surface (inner layer), in the 'diffuse layer' (also called the screening layer) and in the
bulk zone. The effect of finite sized ions and water are clearly evident, as is the effect
of the electric field on the orientation of surface water molecules.

Status of Molecular ]Dynamics Simulations

Figure 1 (top) is a sketch of the electric potential using Gouy-Chapman-Stern
theory1 in which the diffuse layer ions are treated as point charges, the water as a a
dielectric continuum, and OHP and IHP (outer and inner Helmholtz planes) are in-
troduced to mark the distance of closest approach of strongly hydrated ions and
contact adsorbing ions respectively. Figure 1 (bottom) shows a molecular scale car-
toon of ions and water near a flat charged metal surface, Ideas embodied by pictures
like this together with Gouy-Chapman-S tern theory and the thermodynamic theory
of surface excess quantities have been used to analyze and interpret experimental
electrochemical data2-5. The electric potential shown is not consistent with the car-
toon because an oriented layer of water would result in a strong oscillation in the
potential. The simulations described here and by others show such oscillations near
the electrode, They are not predicted by Gouy-Chapman theory. The advett of risc
based work stations allows the testing of atomic scale models with thousands of
molecules. Monte-Carlo and molecular dynamics computer simulations of ions and
water molecules interacting by simple potentials are routinely performed for a few

OHP. IHP

'~i ' i _

Electric potential:

Figure 1. Schematic diagram (top) of electric potential across the double layer
based on Gouy-Chapman-Stern model in which the solvent is a continuum
dielectric. The cartoon (bottom) depicts a hypothetical arrangement of solvent
and ions near a charged surface. Similar pictures are found in electrochemical
texts. The labels IHP and OHP mark the inner and outer Hlelrholtz planes.
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thousand water molecules for times up to several nanoseconds. We comment first
on electrostatics and potential energy surfaces before other issues. *

Electrostatics. In bodies with large but finite numbers of charges, three dimensional
sums of electrostatic interactions (eg., ion-ion, dipole-dipole) can be decomposed into
separate bulk-like and surface-boundary parts. The latter part is responsible for the
phenomenon of conditional convergence when the size of the system is taken to in-
f'inty. For electrified interfaces it is essential that the long range part of the
electrostatic interaction be computed without truncation in a manner consistent with
the boundary conditions. For some geometries (eg., planar) the electric field of sur-
face charge can be calculated, by the method of images. There is some evidence from
simulations on ions in polar solvents that truncated long range electrostatics result in
correlations that cause like charged ions to attract each other. The crystal optics
based methods of Ewald and Kornfeld are the simplest for calculating electrostatic
fields[6]. The algorithm works for all space group symmetries. At best this method
is order N-15 in the number of charges N. There are 2D summation methods that are
faster[7, 8]. In our simulations we use the order N fast multipole method (frmx)
developed by Greengard and Rokhlin [9-12]. This is a useful method for
electrochemical simulations where a variety of boundary conditions (periodic,
Dirichlet, Neumann or mixed boundaries) are encountered. It can also be adapted
so that regions of low charge density are not subdivided when the charge count falls
below a specified integer[ll]. It is restricted to cubic simulation cells. The fron is
faster than Ewald for systems exceeding a few hundred charges[13]. Particle-mesh
methods have been extensively used for long range r' potential problems[14]. For
most systems PIM is faster than from and can be used with orthorhombic simulation
ce~ls[15]. Parallel metal surfaces have an infinite set of multiple electrostatic images
that have to be summed in plane-wise fashion[8, 16]. Recently we calculated dis-
tributions for ions between parallel metal plates held at a constant potential
difference[17, 18]. These distributions defined charge distributions that were used
to compute time independent electric fields and potentials across the cell. The effect
of additional averaging over space volumes comparable to water molecules was also
explored[19, 20]. Though most experiments are done at constant potential, there are
very few simulations at constant potential[17, 18].

Molecule-Molecule and Molecule-Metal Potentials. There are continuing im-
provements in molecule-molecule potentials. High quality efforts are directed at
improving the interaction, including electronic polarizability and other tensor prop-
erties[21, 22]. There are also potentials that include three body terms
explicitly[231. Possibly the best atom-metal potential is due to Barker[24]. The
Barker potential for Xe/Pt(lll) is an excellent fit to a large body of experimental
data, There have been numerous quantum chemistry studies of ions and water on
metal clusters some with applied fields and others on charged clusters to imitate the
electrochemical environment (for water references see Zhu[25], for ions on clusters
see Pacchioni[26]). So far only a few have been parameterized into forms that can
be easily used in an MD code[25, 27-29]. Electric double layers on Ag and Au are
thermodynamically stable over wide potential range[30). It is unfortunate that sim-
ulations have focussed almost exclusively on Pt for which there is little experimental

min ... . A -ik i



16 SOLIOD-LIQUID ELECTROCHEMICAL INTERFACES

data. The reason is there is an easy to use set of potentials derived from quantum
chemistry calculations of small Pt clusters with adsorbed water and ions. In principle
cluster calculations performed with Cu, Ag or Au would be more reliable because
relativistic orbital contractions and spin orbit effects, are not so important in these
sp metals and because the d shell is more tightly bound. Recently several publica-
tions have reported cluster calculations for water and ions on Hg[31, 32] including
a parameterization to give a pair potential for MD studies.

Dynamics. There are calculations in which the metal is modeled as an Einstein solid
with harmonic vibrations[33]. When surface molecules and ions are strongly
adsorbed molecular dynamics becomes an inefficient way to study surface processes
due to the slow exchange between surface and solution. In this case it is possible to
use umbrella sampling to compute distribution profiles[34, 35]. Recently the idea
underlying Car-Parrinello was used for macroion dynamics(36, 37] in which the
solvent surrounding charged macroions is treated as a continuum in i self consistent
scheme for the potential controlling ion dynamics. Dynamical corrections from the
solvent can be added. There is a need to develop statistical methods to treat the dy-
namics of complex objects that evolve on several different time scales.

Interfacial Electroti Transrer. There have been several studies of electron transfer
reactions[17, 38]and the connection with Marcus's theory[39]. It may be possible to
use a Car-Parrinello like scheme on that part of the system directly affecting the
electron transfer. There has also been very interesting studies of the ferro-ferri redox
couple in solution[40, 41] that address many issues related to electron transfer from
an electrode to a hydrated ion, Slow processes can be treated by transition state
methods like the ones used in solid state ionic conductivity[42].

Ensembles. One goal of simulations is the calculation of experimental quantities.
The most challenging are the Gibbs free energies of adsorption. Currently there is
no proven scheme for constant chemical potential simulations of electrolyte
adsorption on metals. It seems possible to develop Andersen's method[43] for
(N,PT) ensembles. Another possibility is an analog of the Gibbs ensemble[44] for
electrolytes between plates with a bulk sample forming the second phase. In an in-
teresting development the grand canonical Monte Carlo method was used for atomic
fluid mixtures in a slit pore[45, 46].

Road Map

The intention is modest though the title of this section sounds pretentious. Given the
current state of theory and simulation can we identify a path to useful computation
of reactions important to electrochemical technologies? The science problems cover
a broad range: deposition and dissolution of metal, formation of oxide layers, electron
transfer from electrodes to ions, and charge migration in complex fluid phases. We
comment first on the possibility of developing two existing methods, ab initio mo-
lecular dynamics and potential energy surface dynamics, to electrochemistry.

Ab Initio MolecuJar Dynamics. Chemical reactions involve the reorganization of
electrons about the nucleli involved in the bond changes. The ab initio molecular
dynamics scheme developed by Car and Parrinello[36] permits an accurate de-
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scription of both electronic and nuclear rearrangements that occur durijig a reaction.
The penalty for including electronic coordinates explicitly in an electrochemical
simulation is the restriction to relatively few water molecules. Liquid water and
proton transfer have been srudied[47, 48]. The computational problem is immense
so that at present the study of hundreds of water molecules takes too long. This
number is quite enough for studying H-bonding and dissociation and the dynamics
of the hydration of ions but is insufficient to deal with double layer structure or re-
actions of hydrated ions with charged metals.

Potential Energy Surfaces. For systems where some or all of the dynamics can be
described by a potential energy surface (PES) it is possible to avoid solving the
electronic Schrodinger equation, and use instead a PES parameterized with exper-
imental data. Several cases already exist- First is the well known SN2 reaction

Cl- + H3C-CI C- CI-CH3 + Cr, [1]

The molecular dynamics of this reaction has been studied in water[49]. Another quite
different example is the Brenner bond order potential[50] used to describe the dy-
namics of homolytic bond fission and formation in carbon and hydrogen containing
systems[51]. These two examples involve the making or breaking of two electron
bonds between low Z atoms. Explicit degrees of freedom for the electrons are
avoided though the use of a PES. In gas-surface adsorbate theory considerable
progress has been made understanding chemical dissociation reactions and physical
sputtering using a combination of LEPS potential for the diatomic on the metal with
a many body embedded atom-like potential for the metal[52]. The electrochemical
problems are harder. They involve charged metal surfaces, charge transfer in polar
environment and dynamics on vastly different time scales.

Road Map. Consider the deposition and dissolution of metal ions on charged sur-
faces. If systems can be identified where adiabatic potentials describe the nuclear
motion then by analogy with the experience gained with the dissociation of diatomics
on metal surfaces[52] and with carbon-hydrogen chemistry[53] it should be possible
to describe how metal ions adsorb on metals and how metals dissolve. A key step
is the calculation of surface charge on the metal and how it fluctuates at adatoms sites.
Solvated counter charge amplifies the fluctuations and increases the probability of
charge transfer at the site to a degree that metal deposition or dissolution
begins[54]. Continuing this avenue it should also be possible to formulate schemes
that describe the creation of insoluble metal oxide layers. This would require a model
for water decomposition on metals. The central force model which permits water
dissociation[55, 56), could be developed for a surface environment. Consider the
process where an electron crosses a bridging ligand to an ionic center or organic
moiety to a initiate chemical reaction. Some of these reactions could be studied by
treating the electron as a quantum particle moving in a potential defined by the
classical motion of molecules and ions in the double layer. Solvated electrons in
liquids have been studied this way. If the electron cannot be so easily decoupled then
a hybrid Car.Parrinello 7t-orbital scheme might be developed. Finally we comment
on ion mobilities in complex fluids in lithium batteries. Progress here may require
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ideas borrowed from small polaron motion in solids, using transition state dynamic
methods of Bennett(42], or using recent theories of macroion motions(37]. Though
we are presently a long way from providing technologically useful information, being
able to model aspects of these processes would provide atomic scale insight as to how
these technologies work.

Details of the Model

Screening is treated using the immersed electrode model[13, 57, 58]. A layer of
electrolyte with an excess of positive ions is confined by a semi-infinite metal on the
rhs and a restraining non-metallic wall on the lhs. There is no external electric field.
The metal is grounded to zero electric potential. The charge on the electrode equals
the image charge of the excess positive ions (-4e or -8e) so that the metal charge is
completely screened by the ions in solution. The difference between these and earlier
simulations (13, 57-60] is size, here there are enough ions and water to form a bulk
electrolyte region where the solution is locally neutral. Because there is only one
metal surface (shown on the rhs in all the figures) there are no multiple electrostatic
images in the direction perpendicular to the metal[8, 16]. The electric field and po-
tentials are calculated using previously developed methods[19, 20).

This work uses the SPCE water model[61] (three charged mass points, q,,
0.4238e, bond angle 109.5", OH bond length 0.1 nm, Lennard-Jones sphere with ra-
dius a - 0.317 nm and well depth e= 0.650 kJ/mole) and associated parameters for'
NaCl[62]. The coordinate origin is at the center of the cell, and the axes are per-
pendicular (z) and parallel (x,y) to the metal surface. The simulation cell has edge
length L=3.724 nm, the flat metal plane is at z = 1.862 nm and the flat restraining
wall at z = -1.862 nm. The cell contains upto 1600 water molecules and the ion
concentrations are approximately IM, 2M or 3M NaCI. The metal charge density is
either -0.046 Cm-2 (-4eL"2) or -0.092 Cm"2 (-8eL 2). Contact adsorption of ions is
minimized. The cation has a smaller radius than the anion, so its hydration shell is
strongly bound making it difficult for it to contact adsorb. The negative metal charge
makes it energetically unfavorable for the anions C1 to contact adsorb.

Two potentials are used to describe the interaction of water and ions with the
metal. A 9-3 potential is used to for the Pauli repulsion and the attractive dispersive
interactions between molecules or ions and the metal. The interaction between a
charge on an ion or water with the conduction electrons of the metal is modeled with
a classical electrostatic image potential. The position of image plane and origin plane
(same as the plane through nuclei of the surface) of the 9-3 potential was taken to
be coincident. In real materials the image and nuclear planes are not coincident
This is not important in the simulations because the thickness of the repulsive wall
is large (ca, 0.247 nm). The 9-3 atom-surface wall parameters describing interaction
with nonconduction electrons were chosen to be the same as that used by Lee

etal[63], A=17.447xl0"6 kJ(nm) 6/mole and B=76.144x0"3 kJ(nm)3/mole for the 0
atom. The A and B parameters for H were set to zero. The potential corresponding
to these parameters describe a graphite-like surface. A useful reference point in the
wall potential is at z,=l.6 15 nm where the 9-3 wall potential changes sign. Each
simulation was run for about a nanosecond, and the instantaneous positions of all the

.I I.I. . . . . . . .
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atoms recorded every picosecond. The first 100 ps were discarded as anneal time.
The density probability functions p(z) were constructed by binning the configurations
in bins (width L/800) parallel to the metal surface to give functions of z only.

Screening of Charged Metal Electrodes in SPCE Electrolyte

We begin with remarks on the screening of charged surfaces by aqueous electrolytes.
At high salt concentrations the region with excess ionic charge is microscopically
small. For dilute solutions (,1). 1M) a crude estimate of the screening zone thickness
is given by the Debye-Hdickel screening length[64]

d = -ý(ekT/(8ne2nbV 2)) ( 21

Here , is the macroscopic dielectric constant of the solvent (ca. 80 for water), v the
valence of the ion (one in this paper), and nb is the bulk concentration of. the ions.
Typical values of d are: 3 nm in 0.01M, 1 nm in 0.M, 0.3 nm in 1.OM, and 0.2 nm
in 3M NaCI solutions. In high salt concentrations the screening should be more ef-
ficient and the screening length smaller, but since the length for IM NaCI is the di-
ameter of a water molecule, and the value for 3M NaCI is even smaller, these values
mean nothing without the additional insight provided by MD simulations. At high
concentrations there are many problems with simple Gouy-Chapman theory[65-67]
and many modifications have been proposed[64]. There are three main problems: the
dielectric constant of water in a high surface field, the lower length scale due to the
finite molecular size, and correlated motion amongst ions and water. For example
there is no reason to believe that the value of e is 80 near a surface or in a field high
enough for dielectric saturation to occur. This aspect has been discussed many times
in the electrochermical literature[68]. Though we take the Debye length for concen-
trated solutions as an rough measure of double layer thickness, we should be very
cautious when d approaches the size of a water molecule.

Figure 2 shows the distribution of the ions for three separate calculations with
concentrations IM, 2M and 3M NaCI. The charge on the electrode was .4e for 1M
and 2M and -8e for 3M. The temperature was 300C for IM and 2M, and 1001C for
the 3M NaC1 solution. Note that there is no significant contact adsorption. All the
peaks in the ion distributions occur away from the position of closest approach
Zw=1.612 nm to the metal. This is precisely the situation we contrived for the reasons
given before. 'The ion concentrations are approximately the same for IzI < 1.0 nm.
This identifies the region of the system with bulk electrolyte properties. For IzI < 0.5
nm the two ion profiles are the same within 10 to 20%, for all the simulations. The
bulk region is smaller for IM NaCI because the screening layer is thicker. The in-
tegrated ion densities are monotonically increasing curves in Figure 2. They provide
a rough measure of overall charge neutrality from the restraining wall to the metal.
The vertical arrows indicate roughly where the ion charge densities start to diverge
because of screening. Also shown in Figure 2 are the results of a calculation of ion
densities using simple Gouy-Chapman theory. For optimal comparison the electrode
was assume to start at z=1.612 nm. These superimposed curves show how lack of
atomic scale structure limits the application of Gouy-Chapman theory. This is
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graphic evidence that there are important details in MD simulations due to hydration,
molecular size, and water layering near charged surfaces. In each case the width of
the screening layer is too small to justify the description as 'diffuse' (though we will
continue to use this term). To estimate the diffuse layer width we measure from the
z=1.615 nm (where wall potential changes sign) to the point where the difference in
integrated ion densities is e-1 of the metal charge (8e for 3M, 4e for IM and 2M).

80~

C:

0
40

-100. .Figur 2. o rbblt itiuinpoie o Mt M Na I souios

CL 0
So--M

0 N7 4 ,1

-1.0 0.0 1.0
Distance z /nmn

Figure 2. Ion probability distribution profiles for IM to 3M NaCI solu~tions.

Solid line Na+ ion, broken line CIP. IM and 2M solution at 300C and -4e
electrode charge, 3M solution at 100 0C and -8e electrode charge. Vertical dash
lines at Izl=1.615 nm mark where the 9-3 wall potential passes through zero, and
beyound which water and ions are repelled. Inclined curves rising monotonically
from left to right are the integrals of the corresponding ion distributions.
Gouy-Chapman theory ion profiles shown as 'flat' curves for Wzi < 1.615nm that
rise (Na t ) or fall (C[') for z > 1.0 nm.
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For the solutions we find: 0.5 nm (0.31 nm) for 1M, 0.4 nm (0.24 nm) for 2M, 0.2
nm (0.18 nm) for 3M. The Debye shielding lengths calculated using Eqn(2) are in
parentheses. Made with these favorable assumptions the agreement is remarkably
close. It would change if we used c = 6, a value more appropriate for a zone in which
the dielectric properties of water are at saturation values[68].

Looking at the fine structure in the density profiles we see that on the metal side
all the chloride distributions have weak features at ca. 1.2 nm and 1.4 nm. Both
appear to be associated with peaks in the cation distribution and may therefore be
due to contact pairs or solvent separated pairs. Of course the SPCE model for water
was not designed with high salt concentrations in mind, so the ion pairs may be more
a feature of the model and not nature. Correlation between ions at high salt con-
centrations alter the distribution near the charged surface. Note that there is no as-
sociation of oppositely charged ion peaks at the left wall In Figure 2.

1M NaCi Solution ,.

Figures 3, 4 and 5 show the results of an MD simulation using IM NaCI solution.
The simulation cell contains 32 Na÷ ions, 28 Cl" ions, and 1576 water molecules at
301C. The electrostatic charge on the electrode surface due to the difference in
number of positive over negative ions is -41el or -0,046 Cm"2. The top panel in Figure
3 shows the probability density profiles for the water proton, water mass center,
Na÷ ions and Cl1 ions. Both ion distributions have been smoothed to permit clearer
identification of variations in density with position. We saw in Figure 2 the near
coincidence of the integrals of the ion density for z < 0.7 nm which shows that the
electrolyte is approximately charge neutral before this point. For z > 0.7 nm the in-
tegrated densities systematically diverge as expected for a transition from the locally
neutral 'bulk' electrolyte into the 'diffuse' part of the electric double layer. The Na+
ion distribution shows well defined structure in the form of a broad peak at ca. 1.1
nm, and a sharp peak at 1.4 nm. The water and proton distributions appear flat for
IzW < 0.8 nm. On the metal side the water probability distribution has peaks at 0.9
nm, 1.2 nm, and a strong asymmetric peak at 1.6 nim. This latter feature is a super-
position of a broad feature at 1.5 nm and a narrow peak at 1.6 nm. The peaks in the
H distribution are at 0.9 nm, 1.2 nm, 1.55 nm, and ca. 1.7 nm. The last peak at 1.7
nm comes from protons in water OH bonds pointing at the metal.

The bottom panel in Figure 3 shows the potential calculated using the atom
method, and the components of the potential calculated by the molecule
method[19, 20]. The potential at the metal surface is about -2V. The potential, in
the 'bulk-like' zone comes mainly from the water quadrupole. This is a sensitive
feature of the water model. Most water models are parameterized on bulk properties
and not sensitive to changes in quadrupole. The electronic polarizability has been
included in a average way. Tuning the properties of the water model to correctly
account for these subtle effects is an important goal of future research. The monopole
curve is from the ionic charge. If the system were truly neutral then the monopole
curve would be flat and zero all the way to the beginning of the diffuse layer. The
transition to monotonic decrease starting near z = 0.7 nm is another indicator of where
the diffuse layer begins in this simulation. Note that combined monopole and dipole
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Figure 3. IM NaCI solution at 30*C and -4e electrode charge. Top, Probability
distribution profiles across the cell for H atom, water, and ions N, and C1".
Bottom. Total electric potential and component (mnonopole., dipole, combined
monopole plus dipole, quadrupole and octopole) electric multipole potentials.
The total potential was calculated from the total electric charge distribution. Note
that though the monopole and dipole components go off scale their sum is finite
and weaker than the quadrupole component of the potential for the SPICE- water.
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Figure 4. IM NaCI solution at 30*C and -4e electrode charge. Detail of indi-
vidual electric multipole component potentials shown in Figure 3 (bottom) for z
> 0.8 nm.
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Figure 5. IM NaCI solution at 30TC and -4e electrode charge. Total micro-
scopic electric charge density and total electric field obtained by integrating the
former.
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potential curve m+d shows that the dipole potential almost completely compensates
the monopole. Adding the quadrupole to m+d shifts the core region downwards by
3V and brings the molecular calculation of potential into fair correspondence with the
atom method of calculation. Adding the octopole improves the agreement at the
walls. The molecular method has larger extrema near the surface compared to the
atom method. The reason for this is the need to include many high order multipoles
in the molecule method. However the contact potential is the same in each case since
it depends only on m and d[69].

Figure 4 shows a detail of the the potentials shown in Figure 3 (bottom) for the
region z > 0,8 nm. We note that the monopole and dipole determine the potential
at contact. The quadrupole potential is very important in bulk and at the surface.
The octopole potential is important near the surface. In the future as water models
improve it will be very important to include these terms, Obviously the surface po-
tential relative to bulk solution must include the quadrupole term.. Figure 5 shows
the atomic charge density and the electric field along the z axis. Note that the charge
density appears flat for IzI < 0.8 nm. The contribution from the ionic charge for z >
0.8 nm is not evident because the charge on the water molecules dominates. The
electric field was obtained by integration of the charge density from -- to position
z. The field is flat with small variations around zero in the region tzI < 0.8 nm. Near
the metal the electric field undergoes a series of rapid oscillations due to the water
packing structure at the interface, The small overall rise in field from bulk to surface
is due to the excess Na' charge in the screening layer. The oscillation near z - -1.615
nm is due to layering at the restraining wall. This is an unwanted artifact of the
immersed electrode model. It does not occur if the water density is decreased to the
point that a vapor-liquid interface opens up at the restraining wall. Space prevents
discussion of emersed electrodes[70, 71] which have a vapor-liquid interface[72-741
and a liquid-solid interface[75].

2M NaCI Solution

Figure 6 shows the results for a 2M NaCI solution at 30"C. There are 62 Na ions,
58 Cl ions and 1516 water molecules, the image charge on the electrode is '-41el, The
cation and anion concentrations are approximately the same for IzI < 1.0 nm. The
bulk region appears larger than in IM NaC1 solution consistent with narrower
screening zone. There are many similarities between Figures 3 and 6. The detailed
proton and water profiles for z > 1.4 nm look the same. The bottom panel in Figure
6 shows the total potential calculated using the atom method, and the components
of the potential calculated by the molecule method. The contact potential 'is about
-2V, just the same as in the IM case. The difference between IM and 2M come
mainly from the ion distributions and their direct interaction with the waters. Thus
the monopole and dipole potentials are different, but since as already seen for 1M,
they cancel each other, the main contribution to the total potential in the bulk region
comes from the quadrupole. The water distributions for IM and 2M are also similar
and so are the potentials which come from water. Again if the system were truly
neutral the monopole curve would be flat all the way to the edge of the diffuse layer.
It is flatter than the IM case and oscillates about zero before diving down to large
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Figure 6. 2M NaCI solution at 30*C and -4e electrode charge. Top., Probability
density distribution profiles across the cell for H atom, water, Na" and C1- ions.
Bottom. Total electric potential and component rnultipole potentials, Total po"
tential calculated by atom method (see text). Note that the combined monopole
and dipole components give a flat contribution across most of the cell. Octopole
potential not displayed for clarity.
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negative values for z > 1.2 nm. A key observation is the dependence of m+d on
position. In all the simulations the m+d potentials are similar even though m and d
are not. The transition to monotonic decrease starts near z = 1.2 nm is another in-
dicator of where the diffuse layer begins in this simulation. Including the quadrupole
shifts the 'core' region down by -3V and brings the molecular calculation of potential
into correspondence with the atom potential.

3M NaCI Solution

Figure 7 displays the results for 3M NaCi. There are 94 Na ions, 86 Cl ions and 1463
water molecules at 100°C, and the charge on the electrode is -81el or -0.092 Cm"2.
Calculations at high temperature were originally selected to improve the statistics.
Subsequently the temperature dependence in the range 30 to 100°C was found to be
weak. The Na÷ screening charge is concentrated in the peak at 1.45 nm less than
one water diameter removed from where the 9-3 wall potential passes through zero
(zw = 1.615 nm). The peak in the cation distribution results from the strong primary
hydration shell of the cation. The solvent layer at the electrode also effects the po-
sition and shape of the cation distribution near the metal. Note that for IzI < 1.0 nm
the cation distribution is approximately flat at 30 ions nm"1. There is also a small
peak on the left hand side at ca. z = -1.4 nm, that is not associated with,.screening
but is likely due to layering of the water molecules at the restraining wall. The
chloride probability distribution has no major structural features, certainly none like
the Na- screening peak at z = 1.45 nm. Starting from the metal on the right side of
Figure 1, the chloride ion distribution rises to a plateau for IzW < 1.00 nm. The
chloride and sodium ion probabilities are sufficiently similar across the plateau region
for us to call this the bulk zone. This 3M NaCI simulation has the best statistics, as
can be seen by the degree of local charge neutrality (ion densities are the same), and
very nearly equal integrated densities shown in Figure 2. The metal charge is twice
that of IM and 2M creating a stronger surface electric field, which results in more
oriented waters in the first layer. The height of the proton peaks either side of the
main water peak suggest that some H bonds to the bulk region are broken and that
OH bonds point directly toward the metal. This electric field effect is distinct from
localization of water on Pt(100) and Pt(1 11) surfaces in the simulations of Heinzinger
and Spohr[27], and Berkowitzl28, 29]. In these papers water is localized on top sites
of the Pt surface due to directed features in the chemisorptive potential.

The bottom panel of Figure 7 shows the potential calculated using the atom
method, and some of the components of the potential calculated by the molecule
method. The contact potential is larger due to higher electrode charge. Once again
the importance of quadrupole terms is apparant. The m curve due to the ionic charge
hovers around zero for z < 1.4 nm. The monopole potential is quite flat o0utside the
screening layer. The transition to monotonic decrease starting near z = 1.4 nm is an
indication of where the diffuse layer begins. Again m+d shows that the dipole po-
tential completely compensates the monopole outside the screening zone. Including
the quadrupole shifts the core region by -3V and brings the m+d potential into closer
correspondence with the total potential calculated by the atom method.
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Conclusions

In this paper we briefly reviewed the status of MD simulations of electrochernical
interfaces and outlined a map of how calculations might further contribute to under-
standing technology. As an example of current simulation capability we discussed
the structure of electric double layers for systems with 1500 water molecules and salt
concentrations from IM to 3M NaCI. Water structure near charged metal walls is
not an artifact of small size. In IM NaC1 the double layer is about 1 nm thick (about
three layers of water) while in 3M solution the screening layer was narrower than a
water molecule. Water layers at the surface significantly affected the distribution of
ions near the metal, creating features in the probability distributions that are not
describable in the Gouy-Chapman-Stern model.
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Molecular Dynamics Modeling of Electric Double Layers with
Spectroscopic Applications

M. R. Philpott and J. N. Gloslit

IBM Research Division, Almaden Research Center
650 Harry Road, San Jose CA 95120-6099
tLawrence Livermore National Laboratory
University of California, Livermore CA 94550

Molecular dynamics is used to model the structure and dynamics of electric double layers

at a charged metal surface and to ask questions of spectroscopic interest. In particular:

What is the molecular basis for changing the position of the outer lHelmholtz plane

(OHP) thereby tuning the electric field across the inner layer? Another topic is the mi-

croscopic basis of modulation spectroscopies like SNI FIIRS Our MD simulations of an

immersed electrode show features corresponding to: compact layer, diffuse layer, highly

oriented water layer next to the metal when the electrode is charged and ions are present,

penetration of nominally diffuse layer species into inner layer, ion pair formation between

contact adsorbed ion and diffuse layer ion when the electrode is uncharged, poorly ori-

ented surface water when the electrode is uncharged. All these properties arise from the

model with the restriction that charge on the metal and aqueous phase sums to zero, ie.,

qM + ions = 0.
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Introduction and Model
We use molecular dynamics (MD) to model the structure and dy-
namics of electric double layers at a charged metal surface and to
ask questions of spectroscopic interest. In particular: What is the
molecular basis for changing the position of the outer Ilelmholtz
plane (OHP) thereby tuning the electric field 1, 2 across the inner
layer? Another topic is the microscopic basis of modulation
spectroscopies like SNIFTIRS 3. Our MD simulations of an im-
mersed electrode show features corresponding to: compact layer,
diffuse layer, highly oriented water layer next to the metal when
the electrode is charged and ions are present, penetration of nom-
inally diffuse layer species into inner layer, ion pair formation be-
tween contact adsorbed ion and diffuse layer ion when the
electrode is uncharged, poorly oriented surface water when the
electrode is uncharged. All these properties arise from the model
with the restriction that charge on the metal and aqueous phase
sums to zero, ie., qM + qfions 0.
Interaction with the metal was represented by a 9-3 potental for
Pauli repulsion and attractive dispersive interactions, and an im-
age potential for interaction with the conduction electrons. On
the side opposite the metal the electrolyte was constrained by the
9-3 potential of a 'dielectric-like' bounding surface. This boundary
limited the extent of the fluid phase, and kept the calculations
tractable. System composition was mM + + nX- + (N-m-n)l 120



where N is the number of water molecules in the absence of ions,
and (m,n)=(0,0),(1, 0),(0, 1),(1, 1),(2, 1),... Hleinzinger parame-
ters 4 for st2 water model and alkali halides MX were used.
Electrostatic fields were calculated exactly (no cut offs) by the fast
multipole method.

Double Layer on Charged Electrode
We display a sample result here (see Figure 1) for a system com-
posed of one Li+, two V and 155 waters in a cubic simulation cell
with edge length 1.862 nm and periodically replicated in the (x,y)
plane. The metal surface at z = 0.932 nm has qM = + ei
(anodic). Figure I shows the density profiles averaged over the
xy plane as a function ofz for all components of the system. The
iodide distribution is sharply peaked near 0.7 nm just inside the
repulsive portion (dash line) of the 9-3 potential. The iodide dis-
tribution is compact and the Li ' distribution is diffuse. At nega-
tive z the Li density has the gradual fall off expected for an
electrostatically bound species. The main component of the l~i
density ends at 0.05 nm which we interpret as the position of the
OHP, being approximately two water diameters from the repulsive
wall at z = 0.682 nm. In the region between 0.05 and 0.3 nm the
cation has finite probability of penetrating the inner layer. This
process is not part of usual Stern-Gouy-Chapman theory. The
structure near the metal surface in the densities for water, II, and
PC (point charge of the st2 model) arises from an oriented layer
ofwater with a PC pointing at the metal. This an important result
of our model with implications for modulation spectroscopy.

Application to Surface Spectroscopy
The idea of altering the position of the outer plane to change the
field across the inner layer has been proposed many times 1, 2.
This effect can be modeled with the primative system used here.
Based on the total charge distribution given in Figure I we see
that the iodide and oriented surface waters determine the charge



density near the metal. Note the positive charge peak at 0.65 nm.
It and weaker positive peaks near 0.4 and 0.2 nm make it difficult
for positive ions to approach the interface even though the latter
carries net negative charge because of two adsorbed anions. Two
opposing effects operate as cation size is increased, and their bal-
ance determines the field effect. First the OIIP will move to more
negative z due to larger radius and electrostatic repulsion from the
positive charge peaks. Second at larger radii the cation hydration
shell is softer making it easier for the ion to penetrate the inner
layer. In Figure I the tail between 0.0 and 0.3 nm indicates how
difficult this is for l.i ion with its strongly bound solvation shell.
More calculations exploring this effect are in progress and will be
presented at the meeting.

Conclusion and Acknowledgement
Molecular dynamics calculations show that a simple model based
on sound chemical ideas reproduces phenomena familiar from ex-
periments on the electrochemical interface. Important new in-
sights arise concerning the time averaged electric fields across the
inner layer which in turn deepen our understanding of
spectroscopic probes.
This work was supported in part by the Office of Naval Research.
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Abstract

The adsorption of sulfate (SO2-) and bisulfate (HSO-) on copper has been
studied using ab initio calculations at the SCF level of theory, to aid in the
interpretation of in situ experimental data from the electrochemical interface,
in particular optical and surface X-ray measurements. The calculations are
designed to give qualitative insight rather than quantitative accuracy. Op-
timized structures and harmonic frequencies and intensities axe computed for
isolated sulfate and bisulfate, and qualitative agreement with experimental data
is demonstrated. The effect of a uniform electric field on sulfate is also stud-
ied. The structures of Cu°SO- and Cu0 HSO" are optimized. The bonding
is dominantly ionic, with consequential small orientational dependence of the
adsorbed ligand. We also compute structures for the larger Cu4SO- cluster.
The sulfate ion is found to favour a "3-down" adsorption geometry with sul-
fate oxygens occupying on-top sites over the previously postulated "1-down"
structure invoked to explain the early surface exafs experiments.

1 Introduction

Understanding the adsorption of sulfate on surfaces is a challenging scientific problem
that is also of significant technological interest in connection with battery chemistry,
dissolution of metals in acids, electroplating and polishing, and the incipience of oxide
films. Recent optical and surface X-ray measurements of metal electrodes in con-
tact with aqueous sulfate media have been explained with hypothetical models, with
sulfate (SO'-) and it's hydrolysis product bisulfate (HSO;) in specific orientations
adsorbed on the metal surface [l]-[6]. Figure 1 shows some of these models.

The high symmetry (Td) and many vibrational modes of sulfate that are exclu-
sively IR or Raman allowed make it a potentially useful probe of forces influencing
orientation and of the local field within the electrochemical double layer. Bisulfate,
with lower symmetry, has more vibrational frequencies which may be IR or Raman
allowed, some of which overlap with sulfate modes. This complicates interpretation

*Mailing Address: Mail Stop RTC-230-3, NASA Ames Research Center, Moffett Field, California
94035-1000
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Molecular dynamics amid Monte Catrlo sitnulatlotis of electrolyk replicated laterally fin the x-y plane, however the z direction hns. to
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ABSTRACT

Molecular dynamics simulation or"216 water molecules (ST2 model) between charged flat
electrodes 2.362 nrn apart showed layering with a few molccules at cach surface that broke
I-I-bonds with the bulk and oriented their charges towa•rds thc electrode. Compared to
uncharged electrodes the atomic and molecular distributions were unsvmmetric. When a
lithium and an iodide ion were substituted at random ibr two water molecules the iodide
ion contact adsorbed on the anode with no water molecules between it and the electrode.
The iodide ion appeared weakly solvated on the solution side, to wvater molecules that
preferred to engage in hydrogen bonding with the network of the bulk solvent. In contrast
the lithium adsorbed without losing its primary solvwtion shell of six water molecules.
The adsorbed cation was never observed two water molecules removed the electrode. The
average position corresponded to an ion supported on a tripod of' three waters. The
solvation number was not changed upon adsorption to this configuration. These qual-
itative observations and some quantitative results afford striking confirmation on the one
hand and new insight on the other of aspects of the standard model ofthe adsorption of
ions on electrode surfaces. Time durations for simulations Nvere generally between 200
and 800 ps, with a basic integration time step of 2 's.



1. INTRODUCTION

In this paper we explore aspects of the adsorption of ions rrom aqueous solution using

molecular dynamics simulation of a relatively simple model. Adsorption is one of the

fundamental processes controlling the structure and dynamics of electrochemical double

layers. The goal is insight and understanding concerning the local environment around

the adsorbate. The total number of molecules was chosen small in order to explore time

scales up to a nanosecond in duration and to check the dynamical stability of the

adsorbed ions. This turned out to be important because the simulations showed that

ions with strongly bound water undergo motion akin to slow 'bumping' against a

charged surface. Some important interactions are treated approximately but by focus-

sing where possible on comparisons it is believed that these approximations do not effect

qualitative behavior. For example long range Coulomb interactions are cut off at 0.82

nm. This is perhaps the most serious deficiency, but its consequences are global and not

expected to alter our conclusions concerning local water structure around the ions.

There is a vast literature describing electrochemical double layers and the adsorption of

ions from aqueous electrolyte solution onto charged electrodes. On the basis of clever

experimentation and deductive reasoning using simple models, electrochemists have

evolved a detailed 'standard model' of the disposition of ions, water, and organics

adsorbed on the electrode in the range of potentials where the electric double layer is

thermodynamically stable 1-5 Early experiments relied on precision measurements of

electric current. In the mid forties GrahameI used a dropping mercury electrode to

avoid surface contamination and in classic experiments measured the capacitance of the

double layer as a function of potential and electrolyte composition. This was the begin-

ning of the modern era of electrochemistry and the origin the standard model of' the

interface.

Consider a solvated ion approaching the surface by a difl'usion process biased by an at-

tractive electrostatic potential. Before the ion can make contact some of the weakly

bound water molecules between the electrode and the ion are displaced. The

thermodynamic equilibrium involves a balance of opposing interactions. The most ira-



portant are: electrostatic interaction between ion and electrode, cnthalpies of hydration

of ion and surface atoms, and entropy of displaced water molecules. Generally speaking

large ions (iodide, cesium) contact adsorb whereas small ions (fluoride, lithium) do not.

Experimental verification of contact adsorption has behn demonstrated by a variety of

techniques including: differential capacitance3 , radio tracer6 . ftir 7 , and surface exafs8 ' 9

The molecular dynamics simulation described below is the first to show clearly that

contact adsorption occurs for large radius ion and not for solvated small radius ions.

According to the standard model the electric double layer consists of two parts: a com-

pact part adjacent to the electrode and a diffuse part stretching f'rom the compact layer

into the bulk electrolyte. The thickness of the diffuse layer is very dependent on ionic

strength, for 0. 1 M solutions it is about 2 nm in extent. The delimiter between the two

zones, the outer Hlelmholtz plane (OIIP), is definedt as the plane of closest approach of

the nuclei of fully solvated ions that do not contact adsorb. For metal electrodes the

-compact part is thought to consist of two water layers mixecd with contact adsorbed ions,

and visiting counter ions. Interpretation of experintcn al capacitance measurements

suggests that the compact layer can be subdivided Further into inner and outer parts.

The dividing plane, called the inner I lelmholtz plane (Ill 1), cuts through the centers of

contact adsorbed ion. So our choice of the Lii system has the advantage that contact

adsorbed iodide defines the ITP on one electrode and adsorbed hydrated lithium ion

defines the OlIP on the second electrode.

Ions have been classified according to their adsorbing ability by Anson . Inside the

compact layer the specifically adsorbed ions accumulate on the electrode driven there

by the Gibbs free energy of adsorption. They can change the sign of the charge felt by

ions in the diffuse layer. Put another, way negative ions like iodide adsorb strongly on

negatively charged metal electrodes, requiring the (liFuse layer to screen a larger effective

charge. Likewise adsorption of anions on positively charged metal electrodes can lead

to an overall negative charge to be screened by the dilhise lav'er. The thermodynamics

of contact adsorption has been well studied within the frime work of' the standard

model. Useful tables of Gibbs free energies are given in a tiumber of texts see For ex-

ample Bockris and Reddy .II The main point for this disciission is that for large radius

2



ions the water-electrode and ion-electrode interactions arc roughly constant and oppos-

ing. The determining effect is the variation in ion-water interaction. Large radius ions

with deeply buried charge tend to adsorb strongly.

The second part of the electric double layer, called the diffuse part, consists of fully hy-

drated ions moving under the influence of thermal forces in the combined electric fields

of the metal electrons and the adsorbed ions. The diffuse layer, described by Gouy-

Chapman theory3 5 , screens the charge on the electrode. Direct measurement of the dif-

fuse layer distribution has been described recently using x-ray fluorescence from zinc

12ions . The calculations described here tell nothing about the diffuse layer, for this a

much larger system is needed together with the ability to simulate for nanoseconds.

The molecular dynamics simulations reported in this paper complement some of the

previous work relevant to electrochemical double layers. Rigorous statistical mechanical

models using correlation functions to describe ion distributions and including structure

on the metal side were developed by Henderson, Schmicklcr and coworkers3 . Ab

initio calculations of the electronic structure of adsorbates on small metal clusters pro-

vided information about adsorption site bonding and geometry 5S7. There have been

a number of molecular dynamics and Monte Carlo studies of water near surfaces. The

closest was a simulation for 19 ps of eight LiI and 200 water molecules between un-

charged plates18. This was insufficient to study ionic adsorption of hydrated species.

In recent work Heinzelman19 Spohr2° and Berkowitz21 considered adsorption of water

on model platinum electrodes in the absence of charge on the electrodes. The

platinum-water potential included orientational Factors. Water between charged sur-

faces has been considered by llauptman et a122' 23 Marchesi24 and by Kjellander and

Marcelja25 for water between mica and lecithin layers. Ions were not included in these

studies. Recently several papers have addressed the problem of d(ielectric saturation in

bulk and thin films of water26' 27 for a range of filed strengths encompassing the value

used here.

In the work described here we start from a relatively well understood system first ex-
plored by I~ee, McCamnon and Rossky28. The calculation first considers water between

3



charged plates, and then the effect of the field on a system obtained by substituting Lii

for two water molecules.

4



II. BASIC MODEL

Many models of the water molecule have been proposed for use in computer simulations

of bulk water and aqueous electrolytes. At present the popular models are designated:

29, 30 31 32ST2 30, TIP4P and SPCE . In the calculations reported here we have elected to

use ST2 not because it more faithfully reproduces bulk water properties but because the

extensive molecular dynamics calculations by l leinzinger and Spohr19' 20 have yielded

a complete set of parameters for alkali metal ions and halide ions solvated by ST2 water.

Interaction Energy

The Coulomb interaction between molecules was represented as sum of lr interactions

between atomic point charges. These interaction were soften for small molecular sepa-

ration by a switching function S. The short range part of the intermolecular interaction

was modeled by Lennard-Jones potential between the atoms of each molecule. All

molecule-molecule interactions (both l/r and Lennard-Jones potentials) were cut-off in

a smooth fashion at molecular separation R = 0.82 nim by a truncation function T.

The atoms of each molecule also interacted with surfiaces at z = + z, . Both surfaces

were treated as flat featureless plates with a uniform electric charge density of + a and

- a on the - z. and + zo plates respectively. This gave rise to a uniform electric field,

E= 4nrKa, in the z-direction where K the electrostatic coupling constant had the value

138.936 KJ.nm/(mole. e2) in the units used in this calculation. Non Coulombic inter-

actions between the walls and all the atoms were represented by the 9-3 potential (wall
28. cineeg s

potential) introduced by Lee et al . The complete interaction energy U is,

S(R 0, RuR) + 4r IT_ 6, 7'
i, L'- ( ) (,,)

cee A,.

1<1 (1)

+ZE + zo)+ Z9 (zc + Z±)3 ((z,, - zr,) 9 (z, - z') 3

where i and j are molecular indices, and, a and fl are atomic indices. The symbol ,4i re-

presents the set of all atoms of molecular i . The symbol R,, is the distance between the

5



center of mass of molecules i andj. The symbol r.p is the distance between atoms a and

I. For small R the Coulomb energy has been modified by the switching function

S(R, RL, Ru) given by,

0 R < R,

S(R, RL, RU) R-R)(3RU-2R-R) R < R < Rj(2)
(RU- RL) 3

1Rj< R

The values of RL and R, are dependent on the types of the molecular species that are

interacting.

As mentioned above the tails of Coulomb and Lennard-.lones pair interactions are cut

off by the truncation function T. The form of T is given by.

R <R

T(R) I 1M -n R~'- T_ < R < R" (3)

Ru _ RtL

0"RT< R

The same truncation function has been applied to all molecular interactions, with

Rr= 0.779 nm and R,= 0.820 nm. The integers in and n control the smoothness of the

truncation function at R' and RT respectively. In this calculation n = in = 2 which in-

sured that energy was smooth up to first spatial derivatives.

Model for water and ion molecules.

In the ST2 model the water molecule consists of a central oxygen atom (ST2_O) sur-

rounded by two hydrogen atoms (ST2_II) and two rnassless point charges (ST2_PC) in

a rigid tetrahedral arrangement (bond angle = cos 1(1/,•71-) ). The ST2_O/ST2_II and

ST2_O/ST2_PC bond lengths are 0.1 nm and 0.08 rim respectively. The only Lennard-

.Jones 'atom' in ST2 is the oxygen atom. The hydrogcn and point charges interact with
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their surroundings (i.e. atoms and surfaces) only via the Coulomb interactions. The ions

are treated as non polarizable Lennard-Jones 'atom' with point mass and charge.

Interaction Parameters.

The atom-atom and atom-surface interaction parameters are given in Tables I and II.

The usual combining rules were enforced for unlike species, namely:

EAR = (,AACBB)", ',aAB = ½2(aAA + aBB). The switching function interval ends R" and R" all

vanish except for ST2/ST2 pairs, where R"-' = 0.20160 nm and R"-72' = 0.31287 nm.

Simulation details

Two separate systems were considered each with 216 molecules. In the first simulation

a collection of 216 ST2 water molecules system was studied and in the second a ionic

solution of 214 ST2 molecules, one Li ion and one I ion was examined. For both sys-

tems the molecules were confined to a rectangular simulation box with dimensions 1.862

nm x 1.862 nm x2.362 nm ( x x y x z) and periodic boundary conditions in the x and

y directions. Initially the molecules were randomly disposed on a cubic lattice with

lattice parameter 0.31 nm. The systems were consider in both a constant energy and

constant temperature ensemble. To constrain the temperature a least constraint

method33, 34 was used. Bond lengths and angles were explicitly constrained by a
3 :5

quaternion formulation of the rigid body equations of motion3 . The equations of

motion were expressed as a set of first order differential equations and a fourth order

multi-step numerical scheme with a 2 fs time step was uscd to integrate them. With

this scheme the time step to time step rms fluctuation of quaternions length and

energy/temperature was about 0.0002% and 0.0009%/0.002% respectively. Though

small these changes could lead to global drift, so at each time step a small scaling cor-

rection was made to the quaternions and velocities. Also the global center of mass ve-

locities in the x and y directions was set to zero at ecach time step by shifting the

molecular translational velocities

All simulations were done using an IBM RS/6000( model 540. A 100 ps simulation re-

quired 25 hours of cpu time using the water ST2 model. In test runs the water SPCE

7



model ran 2.4 times faster because there were fewer pairwise Coulomb interactions to

sum.



III. WATER BETWEEN FLAT CHARGED ELECTRODES

Uncharged electrodes.

This case was studied by Lee, McCammon and Rossky28 . Their geometry was adopted

in this paper and provided a useful existing frame of reference against which to compare

results. We have repeated all their published calculations using the same parameter set

and get essential agreement.

The simulation of pure ST2 water was performed in two parts. First, the system was

simulated for 250 ps at a constant temperature of 2.411 kM/mol, with configurations

stored every 0.5 ps. The average of the total energy was calculated for the last 200 ps

and was equal to E, 0, = - 35.23 ± 0.1 kJ/mol. Next an initial configuration for a con-

stant energy run was generated by taking the last configuration of the constant temper-

ature run and scaling it's velocities such that the total energy would equal the average

energy of the constant temperature simulation (-35.23 k.J/mole). This configuration was

evolved for 200 ps at constant energy and samples were collected every 0.1 ps. The av-

erage temperature of was found to equal 2.40+0.03 kJ/mol (289K). The consistency

between the constant temperature and energy runs suggest that both runs have sampled

a representative part of the equilibrium ensemble.

For a bin size of 0.0236 nm (2z,/1100 of the gap between the electrodes) the oxygen and

hydrogen z-dependent number densities are shown in Figure I. They resemble those of

Lee et al 28 quite closely. Superimposed is the 9-3 wall potential with scale given on the

right hand side. Some points of interest. The broad first 0 atom peak falls in the range

of the weakly attractive well of the wall potential, The 'Foot' of the I I density extending

0.1 nm (O11 bond length) past the point where the wall potential first becomes repulsive

because the later acts only on the 0 atom and not the II atoms. Peak in II density near

the surface occurs at smaller Izj than in 0 density profile, consistent with an ice-like

structure in which one O I bond points toward the surface.

Charged Electrodes.

In this section we discuss the results of a simulation for water between oppositely

charged plates. The plate at z = -z. carried the positive charge. The uniform electric
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field was equivalent to a surface charge density of 0. ! Ie/nm2 or about 2xl07V/cm. This

is at the upper end of field gradients believed to occur in electric double layers. The

simulation was done at a constant energy of E,oo 1= -35.23 k.U/mol for 200ps. The av-

erage of the temperature was calculated over the last 150 ps of this run and had the value

2.49+0.02 ki/mol (300K).

Figure 2 shows the density profiles for H and ) atoms. in the normal direction z The

first feature of note is the pronounced asymmetry induced in all the densities. There are

sharper peaks near the positive electrode (z<0). The sharper peak is interpreted as

better wetting in the field which orientates and packs more water molecules near the

surface. This occurs where the electrostatic force is comparable to the Lennard-Jones

interaction. At larger Izi where the r"9 repulsion dominates the electrostatic interaction

has no effect on the distribution of molecules. The 0 density profile is not bodily shifted

relative to the zero field case, but the first peak shifts and sharpens in a move to more

negative z value. The same is true for 11 except that 1I density has a new feature, a

pronounced shoulder at z= 1.0 nm, not present in the corresponding zero field density.

Figure 3 shows the change in 11 density when the field is turned on. Also plotted, for

reference purposes, is the H density with field on. The shoulder on right hand side of

the 1-1 density can be identified to molecules oriented with the positive charge towards

the negative electrode to increase their electrostatic interaction. It coincides with z= 1.0

nm positive lobe of the difference density Ap I(z). These molecules will be partially de-

coupled from the bulk as a result. The number of molecules contributing to this feature

is small and was estimated to be one. This number was determined by subtracting from

the 'field on' density the 'field off density to give the Ap [I (z) shown in Figure 3. In the

case of H the integral of the difference Ap I(z) over a small range of z near the negative

electrode was found to be slightly greater than two. Essentially the same number was

obtained when this procedure was repeated for the point charge PC in the vicinity of the

positive electrode. On the average one molecule at each surIincc is reoriented as a result

of turning on the field.

Figure 4 shows the charge density Apq(z) for the entire ensemble averaged in the xy di-

rection, and plotted as a function of z. For reference the density of the II atoms is also
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shown. The charge density for field on and field off arc shown. Note that in the case

of field off the distribution has been shifted down to avoid congestion. For field on, the

large negative exaltation at z= 1.0 nm and large positive exaltation at z = 1.0 nm are

due to water molecules orienting their charge to reduce electrostatic interactions. In

zero field the exaltations are much weaker and positive, indicating some H- atoms are

pointing toward the surface. This means that for the S12 model the waters can optimize

energetics of 11 bonding interactions by adopting an orientation with some H- atoms

pointing toward the weakly attractive surface.



IV. SOLVATED IONS BETWEEN FLAT CIIARGFDI) ELI-'c:TRODI)FS.

In this section we describe adsorption of lithium and iodide ions on charged electrodes

(a =0.1 le/nin2,E = 2 x 101 V/cm) These ions represent extreme cases for adsorption.

Experimentally iodide is believed to contact adsorb, whereas lithium ions being strongly

hydrated should not lose any waters from the first coordination shell. After performing

a constant temperature equilibration run, long simulations up to 8(X) ps were performed

at constant energy E,.,., = - 40.700 kJ/mol, to gather statistics. An average temperature

of 2.40+0.01 kJ/mol(T= 289K) was found. Figure 5 shows the distribution of the two

ions and water across the gap between the two electrodes. To facilitate interpretation

of the density curves the plot is annotated with a number of circles with diameters equal

to the Lennard-Jones a parameters of the ions and water. As well, for the same reasons,

the wall potential is superimposed on the same plot. As expected the two ions are

adsorbed on electrodes with the opposite sign in charge. I lowever it is clear that the

way in which the ions adsorbed is different. Lithium is hydrated and does not approach

the electrode much closer than the diameter of a water molecule. Iodide in contrast

makes physical contact with the electrode, there are no water molecules between it and

the electrode.

Position of iodide ion.

In Figure 5 the iodide distribution is localized against the wall. Rccall that the bin size

is 0.0236 nm). Recall that the wall potential is the same for all molecules. The peak is

at z = 0.90 nm , closest approach is z:0.97 nm, and Fhrthest distance z L0.83 nm. On

the average the iodide ion center is mid way between the minimum and the V(z) >0

repulsive region of the wall potential. The range of z displacements of the iodide ion

center is approximately 0.25 nm for the simulation shown in Figure 5. Even during a

fluctuation which places the iodide at its greatest distance from the electrode there is no

room for a water molecule to press between the wall and ion. It remains in contact with

the wall, and is to be regarded as contact adsorbed. This is the first example a molecular

dynamic simulation of the electrochemical contact adsorption phenomenon.
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Now consider the pair correlation function for water. around the iodide ion. Since the

ion is adsorbed the environment on the surface side of the ion can be very different from

the environment on the side away from the surface. With this in mind, the pair corre-

lation was evaluated by counting only water molecules that were within a cone with half

angle of 600 whose axis was parallel to the z axis and vertex which was coincident with

the ion. There are two such cones. One that opened into tile surface and the other which

opened away from the surface, which we call the surface anrd bulk cones respectively.

To make the normalization explicit g(r) is defined as;

1 d
gJ20 I dr < n(r) > (4)7 X r2po d

where n(r) is the number of water molecules within both the cone and a distance r from

the ion and p. = 33/nm3 is the mean density of water in the central region between the

plates. In Figure 6 we show the I/water pair correlation runction averaged over the bulk

cone. The pair correlation function averaged over the surface cone was negligible, sig-

nifying the absence of solvent molecules between the ion and the wall at all times. This

is completely consistent with the density distribution of Figure 5.

Position of lithium ion.

The lithium ion z-distribution is shown right side (z> 0) in Figure 5. Figure 7 shows the

pair correlation function for water around the Li ion. There are separate functions for

both bulk and surface cones. The latter measures water between the ion and the wall.

Unlike the case for iodide displayed in Figure 6, there is a measurable pair correlation

fuinction for waters between the wall and ion. Infact tile first peak corresponding to the

primary solvation shell is at the same radial position. Inset in Figure 7 is the secondary

and further regions at greater resolution. The secondary solvation shell is broad indi-

cating the very considerable mixing with the bulk. Integration out to the primary shell

radius confirmed the presence of six strongly coordinated water molecules.

The hydrated lithium ion can be visualized as a large object consisting of a central ion

surrounded by six water molecules in the shape of a bipyramidal octagon. This object

can adsorb to the surface with one, two or three vertices (spherical waters in this model)
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down. Iodide by contrast behaves as if is spherical. As the simulation proceeds this

large 'rough' object bumps and rolls over the charged electrode as it is subject to fluc-

tuations in the hydrogen bonded solvent surrounding it. This picture allows us to in-

terpret features of the lithium distribution of Figure 5 not found for iodide. The

distribution is: i) peaked further from the wall, ii) broader (larger full width at half

maximum), and iii) never approaches within -0.1 nm of the hard repulsive region at

z = 0.934 nm..

The Li ion distribution is confined between z=0.425 nm and z=0.827 nm The main

peak for Li+ occurs at z=0.76 nm. Compare this hypothetical distances calculated as-

suming the ion and water are hard spheres. A lithium separated from the hard wall by

one water molecule (IzI =0.934-0.5(ou + eo)l), is located at z=0.66 nm, and at

z=0.61 nm when the water center occurs at the wall potential minimum.

The peak position z='0.76 nm is compatible with the hydrated Li ion having three of its

attached waters simultaneously in contact with the wall. For this orientation the posi-

tion of the Li nucleus (hard sphere model) would be at z= 0.73 nm with the waters cen-

tered at the minimum in the wall potential (V = Vi at z = 0.884 nrm) and at z = 0.78 nm

when the water centers are positioned at the hard wall (at z= 0.934 nm). The position

of closest approach of the Li ion in the distribution in Figure 5 is z= 0.827 nm. There

is considerable splay of the solvating waters from their nomimal octahedral positions

around the ion. Careful examination of three dimensional computer graphics images

showed that the lithium never contact adsorbed even though the solvation shell was

distorted.

At positions farthest from the electrode the lithium ion was well separated, with the

centers of water in its primary solvation shell outside the attractive minimum of the wall

potential. However there is not room for two water molecules as can be easily visualized

by looking at Figure 5

Water and the charge density distributions.

Figure 8 shows total charge density derived from separate densities for the two ions, II

and PC 'atoms', referenced against the water density distribution (water and oxygen are
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essentially the same). The total charge density looks qualitatively very similar to the

case of water without ions shown in Figure 4.

The water density peaks show sharp structure close to the both walls were the electric

field and the local ion fields strongly orient the solvent molecules. There is also a 'hole'

in the water distribution at a position corresponding to the radius of the iodide. This

corresponds to exclusion of solvent by the ion. The area involved corresponds to ap-

proximately 3 water molecules. The volume displaced by iodide's Lennard-Jones radius

is equivalent to approximately 2.7 water molecules. Clearly the weaker solvation of

iodide together with its volume is responsible for the apparant hole.
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V. SUMMARY AND COMMENT ON APPLICATIONS To

ELECTROCHEMISTRY.

This paper has demonstrated the value of molecular dynamics calculations applied to

models of electrified interfaces. The model used here though very simple appears capable

of simulating aspects of a broad range of phenomena known to occur at electrodes.

Additionally microscopic insight has been provided in the form of pictures of how ions

and water orient in the presence of an electric field at a surface. The bumping of fully

solvated ions against the surface and the concomittant distortion of the hydration sphere

as the ion approaches closer than the diameter of a water molecule, discussed briefly

above, has implications for electron transfer reactions such as occur in the desolvation

of metal ions and deposition of metal. In Fields much larger than the ones used in the

present study small ions like lithium con tact adsorb. In passing we also note it is pos-

sible to study ion transport across small films using this modlel. In a number of simu-

lations we reversed the field and followed the migration of the ions across the water film

as they switched sides. In this case the water molecules reoriented within a few ps, well

before the ions started to leave the electrode. Transit times of tens of picoseconds were

observed, with the weakly solvated iodide travelling faster in accord with the known

ionic conductivities at infinite dilution in bulk water.
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TABLES

KJ * nm6  KJ * nm3

q(e) A( mole ) B( mole ) mass (AMU)

ST2_0 0.0 17.447 x 10-6 76.144 x 10 - 16

ST2_H 0.23570 0.0 0.0 1.0

ST2_PC - 0.23570 0.0 0.0 0.0

Li 1.0 17.447 x 10- 1 76.144 x 10-• 6.939

-1.0 17.447 x 10 - 76.144 x 10. 129.9

Table I Charge, A, B, and mass for all atom types.

ST20 Li
(KJ/mole,nm)

ST2_0 (0.3164,0.3100) (0.2240,0.2770) (0.2280,0.4410)

Li (0.2400,0.2770) (0.1490,0.2370) (0.2466,0.3885)

1 (0.2280,0.4410) (0.2446.0.3885) (0.4080,0.5400)

Table If The Lennard-Jones' i and a for all atoms pairs with nonzero r.
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FIGURE CAPTIONS

Figure 1. Some properties of the water ST2 model in zero electric field. Number density

profiles for hydrogen H and oxygen 0 as a function of position between the

electrodes. Broken line shows the weakly attractive wall potential.

Figure 2. Some properties of the water ST2 model in a strong electric field &tilte.2xl0 7

V/cm. Number density profiles for hydrogen If and oxygen 0 as a function

of position between the electrodes.

Figure 3. Some properties of the water ST2 model in a strong electric field. Change in

1-I atom distribution for electric field on and off.

Figure 4. Some properties of the water ST2 model in a strong electric field. Charge

density profiles for field on and field off. The II atom density profile is shown

for reference.

Figure 5. Distribution of Li+, I-, and 214 water molecules in a strong electric field

(&tilte.2x107 V/cm) across the gap between the charged plates. Wall potential

shown for reference. Circles are Lennard-.Jones radii for the ions and water.

Figure 6. Pair correlation function for water distributed around adsorbed I ion. Only the

distribution within the bulk cone (half angle of 600) is shown. There are no

water molecules between the iodide and electrode in the surface cone.

Figure 7. Pair correlation function for water around an adsorbed Li ion. Inset shows

distributions inside cones (half angle of 600) oriented towards bulk and surface

Figure 8. Charge density profile across the ion-water mixture in a strong electric field

&tilte.2x 07 V/cm. For reference the water distribution is also shown. Apart
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from small shifts in peak positions the shape orfthe charge density resemble's

that shown Figure 4 for water.
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ABSTRACT

Constant temperature molecular dynamics has been used to simulate the adsorption of hy-
drated lithium ion Li' and the halide ions X- = F-, G-, Br and I, on a flat uniformly
charged surface. All of the water molecules and ions interacted with the walls via a weak
9 - 3 potential. The simulations were done with either 214 water molecules and two ions
(1i+ and X-) in a box 2.362 nm deep or with 430 water molecules and the two ions in a
box 4.320 nm deep. The magnitude of the surface charge on the box ends was -± 0. 11
c/(nm)2 , corresponding to an electric field of 2 x l07 V/cm. The lateral dimensions of the
simulation cell were 1.862 nm x 1.862 nm (x x y) in each case. The ST2 water model and
parameters optimized for alkali halides interacting with the model ST2 water molecule were
used in the calculations. Common practices of truncating the interactions at a finite distance
(0.82 nm) and switching off Coulomb interactions at small distances were followed. The
temperature was set at T = 2.411 k.l/mole (290 K).

Some of the properties calculated were: ion - water pair correlation fuictions, distribution
profiles for ions and water across the gap, and the numbcr of water molecules in the first
and second hydration shells of the ions as a function of time. The time spcnt by a watcr
molecule in the hydration shell was calculated to be approximately ten times longer f`6r
lithium than any other ion. The correlation between distance from the electrode and hy-
dration number was studied and generally found to be pronounccd for the larger anions.

The smallest ion Li' remained fully solvated at all times. Comparison of the dynamics of
the Li- for different anions revealed the subtle influence of a transcell interaction in the 2..062
nm film. The smallest anion fluoride was found to remain fully solvatcd and was at all time1S
separated friom the electrode by its primary solvation shell. Chloride behaved quite difTer-
ently, Part of the time the chloride ion was far enough away fiom tie electrode to be fully
hydrated and part of the time it was in physical contact (ic., physisorbcd) on the electrode
with no water molecules interposed between it and the clectrode. Bromide favoured contact
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Abstraict

Consta nt tetipcratore niolecuilar (yiviamics calcicuatIions of a simoplic model
of' a cha rgedi ticta 1 eiectrodle immers-ed In elc(tr-olxyte shiowv the f'ollowin 2
ficattiies known to exist experilnentall inci6pienice of' a comipact la)yer.,
f'ormiation of'a di fltse la ver, prescnce of' highly orienled water la ver lcxt
to the filta 1, penet ratlion of' noon na liv! (ii114u w I'a ver species into in n1cr
Ii dm1 ol 17 region. lot) pail- 1`o rma tioll lbetwvej ((H otmac adsol ibed loll and
diffuse Laver ion. All these efilects emerge frion calcuilations with thle samei
basic model wheIin either the electroly'te comiposition or the electrode
charge are changed. The systeIMs StUdiied h1ad Ilie general com~position
tIl- + niu ± ( 158 - nl - m)l 12() whlere (n1,11) = (0,0), (1. 0)? (0, 1 ).(I, 1 )
andl (2, 1). The simutla tion cell hlad onie mietal electrode and one Coll-
straining dielectric suirflace. The surf~ace charge onl thle metal was eithler
zero, or ±e the latter correspondling to electric fieldq of' 4-5.04x I ()7 VI cmIl.
The st2 water model andi parameters for lithium iodlidle were used] in) all the
calculations. The temiperature was 290K. The fiast mulitipole method for
long range coulomb interactions was used] to calculate all electrical forces.
This is the first application of the use of the Iast nuitiltpole inetliodI with
molecular dyrnamics to studly properties of electric dlouble lavers at a imetal
surface.
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Abstract
Constant temperature molecular dynamics calculations of a simple model
of a charged metal electrode immersed in electrolyte show the following
features known to exist experimentally : incipience of a compact layer,
formation of a diffuse layer, presence of highly oriented water layer next
to the metal, penetration of nominally diffuse layer species into inner
llelmloltz region, ion pair formation between contact adsorbed ion and
diffuse layer ion. All these effects emerge from calculations with the same
basic model when either the electrolyte composition or the electrode
charge are changed. The systems studied had the general composition
nl-+mLi- +0(158 - n - m)1120 where (n,m) = (0,0), (1, 0), (0, 1), (1, I),
and (2, 1). The simulation cell had one metal electrode and one con-
straining dielectric surface. The surface charge on the metal was
qm=0,+e the latter corresponding to electric fields of about +5x10 7

V/cm. Net charge in aqueous phase fixed at qAq=-qM The st2 water
model and parameters for lithium iodide were used in the calculations.
The temperature was 290K. The fast multipole method for long range
coulomb interactions was used to calculate all electrical forces. This is the
first application of molecular dynamics combined with the fast multipole
method to study properties of electric double layers at a metal surface.

I Introduction
This paper describes exploratory molecular dynamics simulations of electric double lay-
ers composed of water and monovalent ions adjacent to a metal surface modeled by a
Lennard-Jones 9-3 potential and an image potential. The goal of this work was not to
describe a particular electrochemical system in great detail, rather it was to determine
whether a broad range of double layer phenomena 1, 2 were accessible to simulation
using simple models based on the parameters that described bulk properties. For this
reason we did not seek to model any particular metal surface, but rather chose only to
imbue our model with minimum characteristics of a metal. In choosing ions we selected
for known extremes of behaviour. Lithium ion was chosen because it is strongly hy-
drated and does not normally contact adsorb (same as physisorb) on noble metal
electrodes 1. Consequently lithium ion is expected to be confined to the diffuse part of
any electric double layer that forms. Iodide was chosen because it does contact adsorb
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and could participate in any compact layer that formed next to the electrode. These
attributes of the st2 model Li and I ions were demonstrated by Glosli and Philpott 3, 4

for charged dielectric electrodes. In calculations with ions adjacent to metals
electrostatic interactions can be large and long ranged due to the large dipole constituted
by the ion and its image. Consequently when large scale interfacial structures organize
in ionic systems it is imperative that the 'electrostatics' be calculated efficiently and with
sufficient accuracy. For this reason we use the fast multipole method (fmm) of
Greengard and Rokhlin 5. described briefly in a companion paper 6, to calculate the
electrostatic interactions thereby avoiding the use of cut-offs, reaction Fields and the like.

What is remarkable about the results of the calculations reported here is that sytems
with a few independent ions display the richness of features found experimentally. Be-
yond the scope of this present report is an in depth study of concentration effects. We
describe only some prelimary work on effects accompanying an increase in electrolyte
concentration. This section is concluded with a brief summary of previous studies in this
area. There have been simulations of films of pure water between uncharged dielectric
walls 3, 7-9, and charged dielectric walls 3, 4, 10, 1 , Some of this work is noteworthy
because of a predicted phase transition 10, II T[here have been numerous reports for
uncharged metal walls 12-16, 17-20, including one for jellium 18 and several for corrugated
platinum surfaces 15-17, 19, 20 predicting water at on top sites oxygen down on Pt(l 1I)
and Pt(100). There have also been some for electrolyte solutions between uncharged and
charged dielectric walls 3, 4, 21, 22 emphasising spacial distributions and hydration shell
structure. There have been studies for electrolytes between uncharged metal walls
15, 23, 24. The work of Rose and Benjamin 24 is particularly interesting because umbrella
sampling was used to calculate the free energy of adsorption. Finally we mention the
studies of water between charged metal walls 25, and electrolytes between charged metal
walls 25. In a lot but not all of this work the long range coulomb interactions were
treated in an approximate way. The exceptions relied on the Ewald method or some
modification. Hlowever the question of full image inclusion and the shape of the con-
taining boundary has to be resolved even in some of these studies. Spherical boundaries
are not appropriate for systems with a slab geometry. For the slab one has to perform
the conditionally convergent Coulomb sums in a manifestly plane wise fashion 26. This
is a old problem that has occurred in other areas of physics in connection with long
range electromagnetic fields inside samples of arbitary shape. It will not be discussed
further here. In the calculations reported here a simulation of 100 ps used about 12
hours ofcpu time on an IB1M RS/6000 model 56F work station.

2 The Model
The immersed electrode was modelled as follows. Integral charge in the aqueous phase
qAq,.was exactly balanced by charge on the metal qM" This is an essential constraint of
our immersed electrode model. The advantage of the model is we have less than half the
number of water molecules needed to simulate a system with two metal electrodes. The
metal was represented by two linearly superimposed potentials. Pauli repulsion and
dispersive attractive interactions were represented by a 9-3 potential, and the interaction
with the conduction electrons by an image potential. In the calculations described here
the image plane and origin plane of the 9-3 potential were coincident. This was tanta-
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mount to choosing the image plane and the nuclear. plane of the metal surface to be
coincident. This was acceptable in our scheme because the Lennard-Jones core param-
eters a are all large and the 'thickness' of the repulsive wall is also large (ca. 0.247 nm).
On the other side of the simulation cell the electrolyte solution was constrained by the
9-3 potential of the second bounding surface (1.862 nm from the image plane of the
metal). We refer to the second surfhce as a dielectric surface, it's main role was to limit
the extent of the fluid phase and thereby make the calculations tractable. In summary
of what's right with the model can be listed briefly. Long range coulomb interactions
were included in essentially an exact way since all images generated by the metal surface
were counted. The average 'mean field' molecular polarizabilities that get bulk proper-
ties right were included in the parameters defining the water model. Important effects
omitted in this treatment: metal surface topology especially different sites, molecular
polarizabilities, and molecular distortions.

In all the calculations reported here we use the parameters of the Stillinger 27, 28 st2
water model and the interaction parameters with l~i and I ions d(eveloped by lileinzinger
and coworkers 29. The st2 water molecule model consists of a central oxygen atom
(0_st2 or 0 for short) surrounded by two hydrogen atoms (Il_st2 or II for short) ,and
two massless point charges (PCst2 or PC for short) in a rigid tetrahedral arrangement
(bond angle = cos-1(l/ 3-) ). The 0-I1 and O-PC bond lengths were 0.10 nm and 0.08
nm respectively. The only Lennard-.Jones 'atom' in qt2 model is the oxygen atom. The
hydrogen II_st2 and point charges PC_st2 interact with their surroundings (i.e. other
atoms and surfaces) only via Coulomb interactions. Their charges are %11 = 0.235701el
and qpc=-ql The 0 atom has zero charge. The Li and and I ions were treated as
non-polarizable Lennard-Jones atoms with point mass and charge. The atom-atom
interaction parameters are taken from I leinzingcr's review 29. The (r,a) pairs are
(0.3164, 0.3100), (0.1490, 0.2370) and (0.4080, 0.5400) for 0_st2, Li ion and I ion re-
spectively. The units are r in k./mole and a in nm . The usual combining rules were
enforced for unlike species, namely: rAB = (EAAPnn)!' and a,= V2(aAA +± ap). The
switching function interval ends R" and R" all vanish except for st2/st2 pairs, where
R"•= 0.20160 nm and Rs-"'"= 0.31287 nm.

The atom-surface interaction parameters were those used by Lee at al 7,
A= 17.447x 10-6 k.l(nm) 6/mole and B=76.144x101- k.l(nm) 3/mole for 0, l ion and Li ion.
The A and B parameters for 1Ist2 and PCst2 were set to zero. The potential corre-
sponding to these parameters describe a graphite-like surface. The Coulomb interaction
between molecules was represented as sum of h/r interactions between atomic point
charges. These interactions were softened for small molecular separation in the estab-
lished manner 7 by a switching function S. As already mentioned the short range part
of the intermolecular interaction was modeled by li.ennard-Joncs potential between the
atoms of each molecule. All molecule-molecule Lennard-Jones type interactions were
cut-off in a smooth fashion at a molecular separation R = 0.68 nm by a truncation
function 1'. The atoms of each molecule also interacted with the surfaces at z = + z,
where z. = 0.931 nm. Both surfaces were treated as flat featureless plates with a uni-
form electric charge density of a on the metal plate at + z,. This gave rise to a uniflorm
electric field, E = 471Ka, in the z-direction where
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K the electrostatic coupling constant had the value 138.936 kJ.nmn/(mole.e 2 ) in the units
used in this calculation. Recall total charge on the electrode was qM/e = 0, +-1. The
complete interaction energy U is,

•j z ({KqXq~ [S(RuRoRo). )- )12 7(R) Kq,-=rj7 RL U) - 1] + 4e,,p, r(R , r+

(Zo) + 9 ±Z. (Z", - z,,)9 (z" - z"),

where i and j were molecular indices, and, o and fl were atomic indices. The symbol Ai
represented the set of all atoms of molecular i . The symbol R,, was the distance between
the center of mass of molecules i and j. The symbol rqt was the distance bctwcen atoms
u and ft. For small R we followed the practise of modifying the the Coulomb energy
between st2 molecules and ions by the switching Function S(R, RI., R,,) given by,

S0 1R < RI,

S(R, RI, R}) = (R- RL)2( 3R, -- 2R - R,) ,< R< R1 (2)[ Rv - R.)<
I Rjj< R

The values of RL and Ru were dependent on the types of the molecular species that were
interacting.

As mentioned above the tails ofthe Lennard-Jones pair interactions were cut off by the
truncation function 7. The form of 7' was given by,

R-RIR' R < R "(3

7(R) I )r -- T- < R<- 7("
RU - RL

0 Ru< R

The same truncation function has been applied to all non Coulombic molecular inter-
actions, with R"=0.63 nm and RI'=0.68 nm. The integers in and n controled the
smoothness of the truncation function at RT and R', respectively. In this calculation
n = ni = 2 which insured that energy was smooth up to first spatial derivatives.

Bond lengths and angles were explicitly constrained by a quaternion formulation or the
rigid body equations of motion 30. The equations of motion were expressed as a set of
first order differential equations and a fourth order multi-step numerical scheme with a
2 fs time step was used in the integration. At each time step a small scaling correction
was made to the quaternions and velocities to correct for global drift. Also the global
center of mass velocities in the x and y directions was set to zero at each time step by
shifting the molecular translational velocities.
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3 Electrodes Immersed in Electrolyte
This section describes briefly our studies of the immersed electrode using the model de-
scribed in the last section. In the absence of ions 158 water molecules corresponded to
about 4.5 layers ofwater. The layer was not complete in the sense that in the Lee model
7 the 216 water molecules organized roughly into six layers. Most of the simulations
were run for 100 ps to anneal the film and then for a further 900 ps to gather config-
urations used in the construction of the density profiles shown in the figures. The den-
sity plots in Figures I and 2 used configurations stored every 1.0 ps. The density plots
in Figures 3 to 6 used configurations stored every 0.5 ps.

3.1 158 st2 Waters. Immersed Metal Electrode
Uncharged Electrode. Figure I displays water component (molecule center of mass
1120, proton Il_st2, and point charge PC_st2) density profiles p(z) for 158 st2 water
molecules averaged in the xy plane with a bin size of 0.005 nm. The simulation time
was 0.9 ns with configurations stored every I ps. There are four clearly visible peaks in
llst2, PCst2 and 1120, with some 'pile up' at the walls. Compared to the previous
calculations of Glosli and Philpott 3, 4 the presence of the metal's image plane has al-
most no effect on the densities. The charge density shows weak positive deviations from
zero at the boundaries due to the longer length of the 0-Il bond (0.1 nm) compared to
the O-PC bond (0.08 nm). Qualitatively this appears little different from the two
dielectric surface 3 result.

Anodically Charged Electrode. The results for field on resemble those published earlier
for 216 st2 water molecules 3 in a weaker field of 2x10 7 V/cm (equivalent to 0.11
e/(nm)2). In the current simulation the field is about three times stronger and the film
effectively 0.3 nm thinner. Figure 2 shows the density profiles for a field that repelled
protons away from the metal. Notice that there is an overall loss in structure in the
water density, which appeared distinctly flatter than the correponding profile in zero field
(compare Figure 1). There was a distinct peak at the dielectric surface for II st2 atoms
that caused the left hand peak in the charge density. There was about 1.7e of charge ini
this peak and about -0.5e units in the adjacent negative going peak due to PCatoms in
the the first layer of water at the dielectric electrode. This negative charge comes from
the main peak in the PCdensity profile at -0.65 nm. At the metal electrode the oscil-
lation in the charge density was less pronounced but qualitatively the same. The mini-
mum at 0.75 nm was due to the distinct shoulder in the PC atom density and the peak
at 0.6 nm was due to main peak in the I1 atom density at about 0.6 nm (see Figure 2).

In agreement with the earlier study, we see in the charge density a region that over
compensated the charge next to the surface followed immediately by a layer of charge
of opposite sign that in turn partially compensated the first. These layers were closer
togther than the diameter of a water molecule and were due to closer packing of water
molecules at the surface. This packing was the result of partial breaking of H1-bonds by
the applied electric field and 9-3 surface field.
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3.2 V and 157 Waters. Compact Layer on an Anodically Charged Metal
Iodide represents one extreme case of adsorption. Experimentally iodide is known to
contact adsorb, in contrast to hydrated lithium ion which doe- not. The simulation cell
contained one iodide ion and 157 st2 water molecules. In this simulation the field across
the system was an attractive field for anions equivalent to that generated by -1 unit of
electronic charge smeared uniformly over the z= +0.931 nm plane. Figure 3 shows
density profiles for all the components of the system as a function of distance across the
gap. The bin size used in accumulating the densities was approximately 0.005 am.

The high field behaviour of one iodide ion in 157 waters was found to be similar to that
found previously for iodide in Lil and 214 waters between charged dielectric electrodes
3, 4. Basically the iodide distribution here consisted of one sharp peak indicating that
the ion spends almost all its time at the repulsive wall boundary of the metal, and this
high field behaved like a strong contact adsorber. The narrowness of the distribution
indicated that only short time excursions were made away from the surface. Figure 3
shows it to be rarely removed more than 0. 1 nm from contact. The anion density profile
was sharply peaked at z = 0.700 nm very close to the beginning of the repulsive wall
at 0.684 nm. The point of closest approach was about 0.74 rim, arid that farthest retreat
was about 0.65 nm. In the charge density profile the iodide contributed a sharp negative
peak on top of a rather broad negative density region centered around 0.72 nin due to
the PC atoms of the first layer of water. We discuss this water layer next.

There was significant structure in water, II and PC densities near the metal boundary.
The water density displayed four pronounced maxima and one minimum (see Figure 3):
narrow peak at -0.67 nrm due to water pile up at the dielectric boundary, a broad peak
at 0.28 nm followed by an equally broad minimum at 0.43 rim likely due to water ex-
clusion from the vicinity of iodide due to it's ssize, a peak at 0.56 nm due to 'non ori-
ented surface water' and a sharp peak at 0.66 nm due to highly oriented surface water
with one PC atom pointed directly at the metal.

This last feature must along with the sharp iodide peak be considered a key feature of
the inner region of the double layer. The strongly oriented layer of surface water one
molecule thick occurred when the applied field and anion and image field reinforced.
The two peaks at z = 0.74 and 0.63 nm (5z = 0.11 mn) in the PC density arose from
the negative charge on the same molecule, one pointing directly at the metal and the
other away at the tetrahedral angle. The surface peak in the 11 density at 0.62 rnm was
approximately twice the area (over background) but at same position, clearly indicating
that it belonged to the same highly oriented surface layer.

The PC density as mentioned already had two components near the surface. The peak
at 0.74 nm contributed approximately -l.51el to the total negative charge (about -2.51el)
in the large negative peak in the total charge density at 0.70 rim. Between -0.6 nm and
0.4 nm the I1 and PC densities are computed to be almost identical, so that this region
was always neutral. Comparing the charge densities of pure water and this system we
see that the presence of the ion and it's image created extensive polarization of the water.
The metal boundary showed strong polar regions with alternating sign extending to out
z = 0.2 nm as a result of water structure resulting from sh;elding of the fields of the
charged electrode, adsorbed iodide ion, and the first layer of oriented water.
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3.3 Li+ and 157 waters. Diffuse Layer on a Cathodically Charged Metal
Figure 4 shows density profiles of the single lithium ion (normalized to unity), 157 wa-
ters, H and PC components, and the charge density across the system with a bin size of
0.005 nm. The density plots in this Figure used configurations from 100 ps to 1000 ps,
stored every 0.5 ps.

In this simulation the field was reversed, the charge on the metal being -I.0ej, so that
the positive ion was attracted to the metal on the right side of tie figure. First thing to
notice is the over all similarity to Figure 3 in the water, 11 and I'C profiles except that
the profiles for I1 and PC are reversed in the case of Li compared to I due to change in)
field direction. This means that there was a highly oriented layer of surface water with
protons 1i pointing directly at the metal. This reversal was of' course quite consistent
given the reversal in the field and the fact that the direction of ion field and that of it's
image were also reversed. The peak heights were larger in the present case for three
reasons. First the protons I1 st2 could get closer to the image plane than in the case
of PCst2 because 0_II bond was longer. Second the field af the L.i ion and it's image
was spread over a larger area of the electrode because it is located further from the
electrode. Third the Li ions primary hydration shell penetrates to the wall and contrib-
utes localized water to the distributions.

The density profile for Li defines a bimodal diffuse region between -5.5 and 5.5 nm with
a minimum at 0.15 nm. Thoughout this region the total charge was mostly zero. The
distance of closest approach to the hard wall of the metal was approximately 0.13 nm
or the radius of a water molecule. At this extremum the primary hydration shell of the
lithium ion has to be mixed in with the highly oriented layer of water at the surface.
The positive ion felt the influence of it's image and was 'splayed' against the hard wall
thereby affording a further reduction in the distance of approach to less than
0.5(7Li+ ao). Glosli and Philpott 3, 4 have discussed the adsorption of hydrated ions and
their possible distances of approach. At the minimum of the bimodal Li ion distribution
the distance from the hard wall was approximately 0.54 nm, which should be compared
with 0.60 nm the distance correponding to separation from the wall by two water mole-
cules. The interpretation of the Li distribution now seems clear. Tile peak between -0.55
and 0.15 nm is most likely a diffuse layer component with distance of closest approach
being the outer Helmholtz plane, whilst the ssomewhat weaker d(ilTuse-like component
closer to the metal represents the smaller statistical probability of prenetrating past the
outer plane into the inner layer. This latter process will dependent stongly on the exact
nature of the forces acting at the surface (crystal plane sites, size of the ion, etc.) and in
some experimental systems and might well be absent altogether. What is important here
is the idea that nominally diffuse layer ions can penetrate the outer plane and comingle
with inner layer species. As mentioned already the ability of an ion to do this will de-
pend critically on double layer structure and topography of the electrode surface.
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3.4 Li+ I- and 156 Waters. Weakly Oriented Water at the PZC
In this simulation the applied field was zero so there was no charge on' the metal
electrode. In some ways this case mimics the potential of zero charge (pzc). The main
electrostatic fields are now amongst the charges making up the ions and water and their
images in the metal surface at z = 0.931 nin. Figure 5 displays the density profiles for
water, protons II_st2, point charges PCst2, each ions and the total charge density as a
function of position across the film.

Some of the features were similar to those discussed already. Emphasised here is on
major points of difference. The surface electric fields due to ions and their images were
weaker since there was no net applied field and the image fiields of the ions tend to
cancell on the average. We note first. ofall that all the water related densities were flatter
across the whole filn, the 11 and PC surface peaks appear only as shoulders, just as in
the case already examined of water in zero field. This means that first layer of water
was not well oriented as in the previous two examples. This is of course c,,nsisten., with
the experimental finding that at the pzc water is less well bound. Consistent with this
conclusion was the observation that the charge density was positive at the extreme edge
of the film. This is consistent with the known result for water without ions I snd the
charge profile displayed in Figure 1.

Note that the iodide density has a tail not present in any of the simulations with non
zero fields, that overlaps the tail of the Li ion distribution. I['his was a new feature that
signals the possible formation of temporary ion pairs in the double layer. In this case
the contact adsorbed ion attracted compensating ion of opposite sign from out of the
diffuse layer. In the present case the separation between iodide peak and nearest Li peak
was approximately 0.55 nm. This would seem to rule out an ion pair configured with
nuclei along the surface normal with interposed water molecule from the primary
solvation shell of the cation. This configuration would require a separation of 0.7 nm
for all centers to be collinear.

That this interaction could locally alter the diffuse layer can be seen by comparing the
diffuse regions of Li ion in Figure 4 with that shown in Figure 5. The idea of altering
the position of the outer plane to change the field across the inner layer has been pro-
posed many times. We cite only one example from our own experimental work 31.

References to the work of Bewick can be Found there. Clearly this phenomenon could
be studied further even with the primative model used here.

The minimum in the bimodal Li ion distribution was at approximately -0.1 rm. At this
position the Li ion was separated fiom the hard wall by 0.784 nm, much more than two
water molecules. At tile pzc the Li ion was not bound by a charge originating on tile
metal. It was bound by the field of the contact adsorded species and its image. Since
this was a dipole field the attraction between the iodide and lithium ions was weak. The
Li ion in the density between -0.55 and -0.10 nm may be metastable and may well dis-
place to larger separations if the water film were thicker.
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3.5 Li +, two I and 155 waters. Diffuse and Compact Layers
In this simulation there was a field of appproxirnately 5x10 7 V/crn attracting negative
ions to the metal. Figure 6 displays the density profiles ror all components of the system
and the charge density. The simulation time was 1000 ps with the first 100 ps discarded
for equilibration, configurations were stored every 0.5 ps.

Note that both iodide ions were adsorbed in a sharply peaked distribution that resem-
bled the single adsorbed iodide distribution in Figure 3 than the iodide distribution with
the tail seen in Figure 5 of the last section. The single Li ion occupies a (possibly weakly
bimodal) diffuse-like distribution between -0.6 nm and 0.3 nm. At large negative z this
distribution has a gradually fall off that would be expected for an electrostatically bound
species. In contrast the tail of Li ion in Figure 4 drops quickly suggesting it was modi-
fied by the presence of the confining dielectric wall. On the positive side the main
component of the distribution ends at 0.05 rni. [his latter position was 0.63 urn from
the hard wall, and was roughly at the same place for the outer plane of Figure 4. The
region between 0.05 and 0.3 nm defines, as in Figure 4, the region of greatly reduced
probability of penetrating into inner layer and contacting the adsorbed iodide ions.

It was noticable that the water structure near the metal surface was less well defined
than for either a single iodide or a single lithium ion. The reason for this was another
new effect, water displacement from the interface as large ions contact adsorb. There
was less water to orient next to the metal, and the density profiles mirror this fact.

4 Conclusions
In the introduction the question was could the behaviour of molecules and ions near a
metal surface be qualitatively modeled with bulk parameters. Broadly speaking the an-
swer appears to be yes. This means that the range of phenomena predicted is consistent
with experimental observation. It does not mean that in any specific case we can model
detailed behaviour. We have shown how a simple model suffices to reproduce many
phenomena familiar from experiments on electric double layers at the electrolyte-metal
interface. A key tool was the use of the fast multipole method to accurately and effi-
ciently calculate coulomb interactions so that long range electric fields were computed
correctly. This is very important for polar systems. The phenomena described included:
contact adsorption of large ions on metals driven by image interactions, diffuse layers
of strongly hydrated species, an oriented boundary layer of water next to the electrode
when it is charged, relatively poorly oriented water next to uncharged electrode, and a
zone of overlap between ions of opposite sign again when the electrode is not charged.

Finally we point out that these calculations suggest that modelling the electrochemical
interface can be readily extended to such diverse systems as: nanosized structures,
microelecrodes, and polymer coated electrodes. A more detailed analysis of phenomena
such as these will be presented elsewhere.
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Figure 1. Water in zero field. Density profiles for 158 st2 water molecules adjacent to
uncharged metal electrode on right side. Left side confining boundary is a dielectric
surface with no image field. Gap between surfaces is Az = i.862 nm.
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Figure 2. Water in field of 5x10 7 V/cm. Density profiles for 158 st2 water molecules
adjacent to charged metal electrode on right side. Right confining boundary is a
dielectric surface with no image field. Gap between surfaces is Az = 1.862 nm.
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Figure 3. Density profiles for one iodide ion V and 157 st2 water molecules between a
charged metal electrode and the dielectric boundary. The metal has anodic bias equiv-
alent to a field of 5xlO7V/cm. Image plane at z = 0.931 nm. Repulsive portion of the
wall potentials begin at Izi = 0.682 nm.
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Figure 4. Density profiles for one Li+ ion and 157 st2 waters near an immersed electrode
with cathodic bias. Metal electrode on right hand side, dielectric on the left. Image
plane at z = 0.931 nm and repulsive wall at lzH 0.682 nm.
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Figure 5. Density profiles for one LiA+ ion, one l ion and 156 st2 waters near an un-
charged immersed electrode. Metal electrode on right hand side, dielectric on the left.
Image plane at z = 0.931 nm and repulsive walls at Izj=0.682 nm.
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Figure 6. Density profiles for two I, one l.i 4 and 155 st2 water molecules next to im-
mersed electrode. Anodic bias corresponding to static electric field of5xlo7 V/cm.
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FAST MULTIPOLE METHOD IN SIMULATIONS OF
AQUEOUS SYSTEMS

James N. Glosli
Michael R. Philpott

IBM Research Division
Almaden Research Center
650 Harry Road
San .lose, California 95120-6099

ABSTRACT

The Past multipole method (fimm) For calculating electric fields developed by Greengard and
Roklin (.1. (Comp. Phys. 73, 325(1987)), has been implemented specificallv for molecular dy-
namics simulations of clectrochemical problems including boundary conditions associated
with metal c~ectrodes. This order N (number of' charged particles) algorithm, is known to
be computationally much more efficient than direct or F-wald sum methods (order N2) for
systems with as few as one thousand charged particles (equivalent to 300 water molecules).
Timings and accuracy estimates wvith system size N (16 < N < 16000) are given to illustrate
the effectiveness and efficiency of the fiom.

As an application of fimm wc describe it's use with constant temperature molecular dynamics
to calculate the dielectric constant of the spce water model in bulk at temperatures 298K
and 361K. Systems sizes of 27, 64, 125 and 216 water molecules were considered. Com-
parison with the Ewald and reaction field methods is made. At 298K the dielectric constant
was calculated to be r = 77+6%-.' and at 361 K r = 57+_4%. Both values compare well with
experiment and the thcoretical reaction field simulations.
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MOLECULAR DYNAMICS MODELING OF ELECTRIC DOUBLE LAYER

James N. Glosli
Michael R. Philpott

IBM Research Division
Almaden Research Center
650 Harry Road
San Jose, California 95120

Abstract: Constant temperature molecular dynamics calculations of a simple model of a
charged metal electrode immersed in electrolyte show the following features known to exist
experimentally : incipience of a compact layer, formation of a diffuse layer, presence of
highly oriented water layer next to the metal, pcnetration of nominally difTuse layer species
into inner l lelmholtz region, ion pair formation between contact adsorbed ion and diffuse
layer ion. All these effects emerge from calculations with the same basic model when either
the electrolyte composition or the electrode charge are changed. The systems studied had
the general composition nV + mLi" +(158 - n - m)l 12 0 where (n,m) = (0,0), (1, 0), (0, 1),
(I, 1), and (2, 1). The simulation cell had one metal elcctrode antd one constraining dielectric
surface. The surface charge on the metal was m=0,+-e the latter corresponding to electric
fields of about -1-5x10' V/cm. Net charge in aqueous phase fixed at q.A =-]M The st2 water
model and parameters for lithium iodide were used in the calculations. I'he temperature was
290K. The fast multipole method for long range coulomb interactions was used to calculate
all electrical forces. This is the first application of molecular dynamics combined with the
fast multipole method to study properties of electric double layers at a metal surface.
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MOLECUILAR DYNAMICS STUDY OF INTERFACIAL
EI.ICTRIC FIEIDS

Michael R. Philpott, James N. Glosli! and Sheng-Bai Zhu
IBM Research Division, Almaden Research Center,

650 1 larry Road, San Jose, CA 95120-6099

t Lawrence Livermore National I aboratory,
University of California, Livermore, CA 94550

Abstract

The calculation of interfacial electric fields is one of central importance in electrochemistry. In this
paper we describe the structure and properties of electric double layers of selected aqueous
electrolyte systems and show how to compute the electric field and potential across the system for
a flat charged metal electrode-aqueous electrolyte interface using molecular dynamics. The source
terms of the fields xvere derived from charge and polarization probabilities averaged in the plane
parallel to the interface. Two methods were used, one based on source terms in vacuum and the
other assuming that the ions and water arc mutually exclusive sources of electric charge and electric
polarization. Each method provides insight as does the resolution of differences in the computed
fields. To illustrate these studies we chose examples from on going work in simulations of aqueous
electrochemical interfaces that typify general classes of behaviour. The examples chosen arc: non
adsorbed hyrated lithium ion l i , contact adsorbed iodide ion 1, a neutral solution of Li' and 1,
and coadsorbed I `i and two iodides 21-. If time other examples will be drawn from: adsorbed
neutral organics, spherical 'electrodes', AFM 'tips', and emersed layers. Interaction of the water
and ions with the metal was modelled by a Liennard-lones 9-3 potential for 'core electron' con-
tribution and image potentials for all charged particles in the simulation cell. Screening of the
charged surface and the transition to local neutral bulk electlolyte solutions were studied in simu-
lations with 1600 water molecules and ions.
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for the 1994 March Meeting of the

American Physical Society
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Suggested Session Title: March Sorting Category

Complex Liquids: Interfacial phenomena 5(e) (November)

Molecular Dynamics Modeling of Electric Double Layers
Near Flat and Spherical Surfaces as well as Metallic Tips. M.R.
PHILPOTT, S-B. Zhu IBM Almaden Research Center and J.N.
GLOSLI, Lawrence Livermore National Laboratory. Molecular
dynamics is used to model the structure and dynamics of electric dou-
ble layers at charged surfaces in contact with water, ions and neutral
organics. Surface geometries include small nanosized spheres and tips
and flat metals. The electrostatic field is calculated using the fast multi-
pole method of Greengard and Roklin. The focus is on the region
between inter and diffuse layer which cannot be modeled by static com-
pact layer or Gouy-Chapman diffuse layer models. Typically simula-
tions last 1-2ns, with 200-1500 water molecules and 1-60 ions. The
nature of the compact layer, diffuse-like layer, and the structure of the
water next to a metal surface is explored as a function of ion concentra-
tion and field strength. The calculations provide microscopic basis for
understanding of the dynamics of the outer and inner Helmholtz layers,
macroscopic electric fields spanning the double layer and some aspects
of surface sensitive spectroscopies.
*Work performed at LLNL under the auspices of the U.S. Department
of Energy under contract No. W-7405-ENG-48 and at IBM in part
under the auspices of the U.S. Office of Naval Research.
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MOLECULAR DYNAMICS MODELING OF ELECTRIC DOUBLE LAYERS NEAR FLAT,
SPHERICAL AND 'TIPED' SURFACES. M. R/Philpott, S-B. Zhu, and J. N. Gloslit, IBM
Almaden Research Center, 650 Ilarry Road, Sa .Jose, CA 95120-6099. tLawrence Livermore Na-
tional Laboratory, Livermore CA 945"50.

Molecular dynamics is used to model the s ucture and dynamics of electric double layers at charged

c

surfaces in contact with water, ions and ne al organics. Surface geometries include small nanosized
spheres and tips and flat metals. To avoid t/ ncation artifacts the electrostatic field is calculated accurately
using the fast mnultipole method of (Gengard and lokhlin with boundary conditions adapted for
electrochemical interfaces. All molecul and ion-image interactions were included. The focus is on the
region between inner and diffuse layer vhich cannot be modeled by static compact layer or Gouy-Chapman
diffuse layer models. Typical simul ions last 1-2 ns, with 200-1500 water molecules and 1-60 ions, show
structure corresponding to: comp ct layer, diffuse-like layer, highly oriented water next to a charged metal
when ions are present, penetrat n of diffluse layer species into the inner layer, and poorly oriented surface
water when the electrode is unricargcd. Many of these features are known experimentally. The calculations
provide microscopic basis fq.r an understanding of the dynamics of the outer and inner l lclmholtz layers.
macroscopic electric fields Xpanning the double layer and some aspects of surface sensitive spectroscopics.
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Molecular Dynamics Computer Simulations of Charged
Metal Electrode-Aqueous Electrolyte Interfaces

Michael R. Philpott

IBM Research Division
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James N. Glosli
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Abstract:
When two different substances are joined, material flows across the interface (sometimes
almost imperceptibly) until the chemical potentials of the component species are equalized.
When the substances are solid or liquid and some of the chemical species are charged, then
the interface develops a net electrical polarization due to the formation of an electric double
layer. The main goal of this program of study is to give a molecular basis for understanding
the structure and dynamics of electric double layers at charged metal-aqueous electrolyte
interface. The aim is to unify current separate descriptions of surface adsorption and solution
behavior and, ultimately, to include a detailed treatment of the surface crystalography and
electronic properties of the metal.
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ELECTRIC POTENTIAL NEAR A CHARGED METAL SURFACE1

IN CONTACT WITH AQUEOUS ELECTROLYTE

Michael R. Philpott
IBM Almaden Research Center,

650 Harry Road, San Jose, CA 95120-6099
and

James N. Glosli

Lawrence Livermore National Laboratory,

University of California, Livermore, CA 94550

bThe time independent electric potential due to water and a lithium ion near a charged metal

surface is calculated by space and ensemble averaging of trajectories generated by a molecular

dynamics simulation. Since the cation does not contact adsorb variations in the electric potential

near the metal surface are due to water oriented in the electric field of the charged surface. The

potential is decomposed into separate contributions from monopoles (from the ions), and dipoles,

quadrupoles and octopoles (from the water molecules). At distances greater than about 0.5 anu

from the electrode (2 - 3 water molecules) the potential is 'flat' with the quadrupole contributin.l

most due to a near cancellation of the ion and water dipole components. Approaching thu sur-

face weak features are encountered due to water packing and then a big oscillation due to water

oriented in a layer next to the electrode. None of these effects are described in theories that

approximate water as a continuum lluid.
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Abstract

Electric fields and potentials of an equilibrated assembly of ions and water molecules adjacent

to a charged metal surface are calculated as a function of perpendicular distance z from the

surface from data derived from molecular dynamics trajectories. The spatial distributions of

atoms or molecules along direction z are found by ensemble averaging of trajectories followed

by averaging with a localized function with a well defined length scale. Two methods were used

calculate z dependent charge density distributions. In the first, to be called the atom method,

the trajectories of charged atoms are averaged. In the second, called the molecule method, a

Taylor expansion of charged atom positions relative to molecular centers is performed and the

charge density separated into monopole, dipole, quadrupole, octopole,... components." These

distributions are used to calculate the electric potential and in one example to study progressive

loss of structure due to water as the defined length parameter exceeds the dimension of a water



molecule. This latter result provides a link between simulations with detailed atomic modeling

of intermolecular interactions and electric potentials derived from Gouy-Chapman theory. 11-

lustrative examples are chosen from simulations of aqueous solutions of simple alkali halide

electrolytes next to charged and uncharged flat metal surfaces. The smallest system has one ion

and 157 water molecules, the largest 60 ions and 1576 water molecules.
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Abstract

Classical molecular dynamics was used to model the adsorption of benzene on metal electrodes in a thin electrochemical
cell containing aqueous NaCI solution. On uncharged electrodes benzene was adsorbed mostly flat and the ions formed a
neutral diffuse region between the electrodes. As the charge on the electrode was increased the diffuse layer rearranged to
shield the center of the film from the electric field. The remaining high electric field at the surface caused ordering of water
molecules next to the metal, and this in turn promoted benzene desorption. Desorption occurred first from the cathode
because of a higher surface electric field between the hydrated sodium ion in solution and the negative electrode. At the
anode the field across the water layer was lower because the chloride ion was adsorbed in contact and so was closer to metal
than the water layer. At the highest electrode charge density both ions were adsorbed in contact on their respective electrodes
and benzene was desorbed from both surfaces into the central aqueous region.

1. Introduction ous layer at field strengths much higher than are
experimentally realizable. The molecular dynamics

This paper describes the use of constant (N, V, T) code [1-5] used was the same as that described
classical molecular dynamics to model the adsorp- before.
tion-desorption of a neutral organic on a flat metai In the current set of calculations we model the
electrode as a function of charge on the surface is surface as flat and featureless in order to focus on
the presence of a simple electrolyte able to screen effects due to electrostatic interactions amongst the
the electrodes. These calculations, though essentially ions, water molecules, the benzene molecules and
qualitative in nature, reveal the important role in the two metal plates. This means that effects due to
adsorption-desorption of surface electric fields aris- metal atomic corrugation [6-14] are not treated here.
ing from the screened electrode charge and the in- Probability density profiles averaged parallel with
volvement of water layers localized and oriented the surface for water, ions and benzene were calcu-
near the surface. The ions are needed to localize the lated and used to monitor the change in the structure
high electric field near the surface as in double layer of the electric double layer (or at least what repre-
experiments. Without the ions the electric field of the sents the double layer in the model) at each surface.
electrodes would span and polarizes the entire aque- We also leave for a separate study the calculation of

0301-0104/95/S09.50 © 1995 Elsevier Science B.V. All righb: reserved
SSDI 0301-0 104(95)00098-4



MOLECULAR DYNAMICS SIMULATION OF IONS, NEUTRALS AND WATER IN ELEC-
TRIC DOUBLE LAYERS BETWEEN CHARGED METAL ELECTRODES. Michael R. Philpott
and .James N. Gloslit, IBM Almaden Research Center, 65(0 Harry Road, San .lose, CA 95120-6099,
and tLawrence Livermore National Laboratory, Livermore, CA 94550.

Constant (N,V,TI") molecular classical dynamics has been used to model the structure and dynamics
of electric double layers sandwiched between charged metal surfaces and to ask questions about the process
of adsorption of charged species and neutral organics in the presencc of electrolytel. These calculations
represent a fairly comprehensive test of ideas derived fiom numerous electrochemical experiments over a
period of fifty years. In the most primitive calculations we model the surf'ace as flat and featureless. More
advanced models introduce atomic topology and use a water-metal potential that describes top site
adsorption of isolated molecules 2. Interaction of the molecules with the metal was represented by a 9-3
potential for Pauli repulsion and attractive dispersive interactions, and an image potential for the inter-
action with the conduction electrons. Electrostatic fields were calculated exactly (no cut-offs) by the fast
multipole method of Greengard and Rokhlin 3.

On uncharged electrodes benzene was adsorbed mostly flat and the ions formed a neutral diffuse region
between the electrodes. As the charge on the electrode was increased the electrolyte layer rearranged to
shield the center of the film from the electric field. This field remained high near the surfice and promoted
orientational ordering of water molecules near the metal. In small systems this assisted benzene desorption.
The variation in the electric field and potential across the cell were calculated f rom average charge densities
and showed how the contact adsorbed and diffuse layer ions contributed to the screening of electrode.
Contact adsorption of ions occurred at the anode so the structure of the double layer was different on the
two electrodes. Simulations were performed on systems with 200 to 2000 water molecules, salt concen-
trations from 0.3 to 3M. In the largest systems a bulk electrolyte zone in the middle of the cell was clearly
identifiable.
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MOLECULAR DYNAMICS SIMULATION OF IONS, NEUTRALS AND WATER IN ELEC-
TRIC DOUBLE LAYERS BETWEEN CHARGED METAL ELECTRODES. Michael R. Philpott
and James N. Gloslit, IBM Almaden Research Center, 650 Harry Road, San Jose, CA 95120-6099,
and fLawrence Livermore National Laboratory, Livermore, CA 94550.

Classical molecular dynamics was used to model the adsorption of ions and neutrals, like benzene,
on metal electrodes in a thin electrochemical cell containing aqueous NaCl solution. On uncharged
electrodes benzene was adsorbed mostly flat and the ions formed a neutral diffuse region between the
electrodes. As the charge on the electrode was increased the electrolyte layer rearranged to shield the center
of the film from the electric field. Tlhis field remained high near the surface and promoted orientational
ordering of water molecules near the metal. In small systems this assisted benzene desorption. The vari-
ation in the electric field and potential across the cell were calculated fiom average charge densities and
showed how the contact adsorbed and diffuse layer ions contributed to the screening of electrode. Contact
adsorption of ions occurred at the anode so the structure of' the double layer was different on the two
electrodes. Simulations were performed on systems with 200 to 2000 water molecuies, salt concentrations
from 0.3 to 3M, and in some cases for surfaces with (001) topography. In the largest systems a bulk
electrolyte zone in the middle of the cell was clearly identifiable.
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MOLECULAR DYNAMICS SIMULATIONS OF THE
ELECTRODE-AQUEOUS ELECTROLYTE INTERFACE
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Constant (N,V,T) molecular classical dynamics has been used to model the structure
and dynamics of electric double layers sandwiched between charged metal surfaces
and to ask questions about the process of adsorption of charged species and neutral
organics in the presence of electrolyte1 . These calculations represent a fairly com-
prehensive test of ideas derived from numerous electrochemical experiments over a
period of fifty years. In the most primitive calculations we model the surface as flat
and featureless. More advanced models introduce atomic topology and use a
water-metal potential that describes top site adsorption of isolated molecules 2 .
Interaction of the molecules with the metal was represented by a 9-3 potential for
Pauli repulsion and attractive dispersive interactions, and an image potential for the
interaction with the conduction electrons. Electrostatic fields were calculated exactly
(no cut-offs) by the fast multipole method of Greengard and Rokhlin 3.

On uncharged electrodes benzene was adsorbed mostly flat and the ions formed a
neutral diffuse region between the electrodes. As the charge on the electrode was
increased the electrolyte layer rearranged to shield the center of the film from the
electric field. This field remained high near the surface and promoted orientational
ordering of water molecules near the metal. In small systems this assisted benzene
desorption. The variation in the electric field and potential across the cell were cal-
culated from average charge densities and showed how the contact adsorbed and
diffuse layer ions contributed to the screening of electrode. Contact adsorption of
ions occurred at the anode so the structure of the double layer was different on the
two electrodes. Simulations were performed on systems with 200 to 2000 water
molecules, salt concentrations from 0.3 to 3M. In the largest systems a bulk
electrolyte zone in the middle of the cell was clearly identifiable.
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Molecular Dynamics Simulation of Interfacial
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The status of computer simulations of electric double layers is briefly
summarized and a road map with bottle necks for solving the important
problems in the atomic scale simulation of interfacial electrochemical
processes is proposed. As an example of recent activity, efforts to
simulate screening in electric double layers are described. Molecular
dynamics simulations on systems about 4 nm thick, containing up to
1600 water molecules and NaCl at IM to 3M concentrations, are
shown to exhibit the main components of electric double layers at
charged metal surfaces. Ion and water density profiles across the
system show: a bulk electrolyte zone, a diffuse layer that screens the
charge on the electrode and a layer of oriented water on the surface.



MOLECULAR DYNAMICS SIMULATION OF ADSORPTION,
DEPOSITION AND DISSOLUTION AT AQUEOUS
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Constant (N,V,T, electric potential or surface charge) molecular classical dynamics has
been used to model the structure and dynamics of electric double layers of simple
aqueous electrolytes between charged metal surfaces and make comparisons with
Gouy-Chapman theory. In primitive calculations we model the surface as flat and
featureless and in more advanced models we use surface potentials that describe the
atomic topography and the tendency of water molecules to adsorb top site with oxygen
down. All electric fields were calculated without cut-offs by the fast multipole method of
Greengard and Rokhlin 1 . The simulations show: compact, diffuse, surface oriented water
layers and an identifiable bulk zone. The electric field and potential across the cell de-
viate considerably from Gouy-Chapman predictions due to finite size of atoms, water

layering and electrostatic quadrupole effects. A model describing aspects of metal de-
position and dissolution will also be reported.
This work was supported in part by the Office of Naval Research. The contribution from
JNG was performed under the auspices of US DOE contract W-7405-Eng-48.
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